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functions that are far beyond their cur-
rent known roles. 
 On the whole, this volume of ARN  
offers extremely interesting information 
on areas of research that are likely to be-
come prominent in the next few years. 
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Over the last couple of decades there has 
been a phenomenal increase in the amount 
of data, documents and other information 
available in electronic form. This has natu-
rally given rise to renewed interest in tech-
niques for analysing data and terms like 
‘big data analytics’ have become part of 
common vocabulary these days. Machine 
learning can be defined as a field that is 
concerned with techniques for analysing 
data, fitting models for data and for mak-
ing useful predictions or inferences based 
on data. Thus, there is a lot of interest to-
day in this field and many universities are 
offering both undergraduate and graduate 
courses in machine learning. Many indus-
tries are interested in professionals trained 
in machine learning and there are also spe-
cial initiatives from Government agencies 
such as the Karnataka Knowledge Com-
mission in promoting better training in 
machine learning in the engineering col-
leges. Hence, Indian textbooks in this area 
are very much needed. In this context, this 
book written by two prominent researchers 
from the Indian Institute of Science (IISc), 
Bengaluru is a welcome addition. 
 Machine learning is largely seen as a 
subfield of computer science. Pattern rec-
ognition, which essentially addresses simi-
lar issues, is an older term which has its 
origins in electrical and systems engineer-
ing in the 1960s. Today, the field of pat-
tern recognition is seen to be mainly 
concerned with classification and regres-
sion problems, while the field of machine 
learning is seen to be somewhat wider in 
scope as it deals with many other data 

analysis problems as well. However, these 
two terms are now closely interlinked and 
this is reflected in the title of the book. 
 Writing a textbook on machine learning 
today is a challenging task. Due to the 
enormous amount of research work done 
in this area over the last three decades, 
there are now many principles and tech-
niques that are useful in machine learning. 
Therefore, it is difficult to fit all the infor-
mation into any modest-sized book. Also, 
there does not appear to be any consensus 
among the practitioners on what consti-
tutes the core of machine learning, or what 
is a good logical sequence for presenting 
the material. One can see this difference in 
viewpoints by comparing some of the re-
cent and popular books in the field1,2. The 
field of pattern recognition is more or less 
defined by the very influential textbook by 
Duda and Hart3 published in 1973. These 
authors brought out a new version of this 
book in 2001 (ref. 4) and comparing this 
with the two books mentioned earlier1,2, 
would make this difference of viewpoints 
even more clear. Having taught a course 
on this subject for many years at IISc, this 
reviewer has first-hand experience of the 
difficulty in selecting a coherent set of top-
ics that can fit in a one-semester course for 
students with limited mathematics back-
ground. Incidentally, the book by Bishop 
has about 800 pages and the one by Mur-
phy has over 1000 pages. 
 Given the above, the authors of this 
book have done a commendable job in 
bringing out a volume of about 350 pages 
that introduces the reader to most of the 
essential topics of machine learning in an 
easily understandable manner. The book 
contains a good overview of many issues 
in machine learning in the first chapter. In 
the next few chapters, it discusses most of 
the standard topics such as Bayes classi-
fier, maximum likelihood and Bayesian 
estimation of density models, classification 
techniques such as k-NN, SVM, logistic 
regression, random forests, artificial neural 
networks, etc. It also discusses semi-
supervised classification techniques and 
multi-label classification. The book as-
sumes that the reader has some knowledge 
of the field and hence it may not be suit-
able as an undergraduate textbook though 
the style of writing is such that most stu-
dents would easily follow the material. In 
any effort of this kind, there are bound to 
be different opinions on what subset of 
topics should be included. Thus, person-
ally, I think the authors should have  
included, in some detail, topics such as 
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learning regression models, probabilistic 
graphical models, the EM algorithm for 
estimating latent variable models and some 
of the recent developments in deep neural 
networks. However, even with these omis-
sions, this book has many special positive 
features. It contains a chapter on feature 
extraction and feature selection tech-
niques, which are useful in applications 
but are not generally discussed in ma-
chine learning books in any detail. The 
book also has a chapter on clustering 
techniques, which is not surprising  
considering that one of the authors is a 
well-known expert in this field. Another 
special feature of the book is that it con-
tains two chapters on soft computing 
techniques for classification and cluster-
ing. These chapters present both fuzzy 
and rough set-based methods for classifi-
cation and clustering as well as methods 
based on genetic algorithms. This is also 
an area that is not covered in standard 
books on this subject. As an example of 
soft clustering, the book discusses vari-
ous techniques for learning of topic 
models such as LSA, PLSA and LDA. 

The final chapter on using machine 
learning techniques for the analysis of 
social networks is well written and pro-
vides the reader with a good background 
in this important application area. 
 Another interesting aspect of the book 
is the inclusion of what the authors call 
research ideas at the end of each chapter. 
Each of these is posed as a specific ques-
tion to be investigated and the reader is 
provided with three to four seed refer-
ences. It is useful for research students 
interested in exploring more advanced 
topics. Some questions listed under this 
can serve as Master’s thesis topics and 
some of them are good starting points for 
Ph D thesis topics too. This is indeed a 
special feature which enhances the value 
of the book. However, except for the  
references listed for the research ideas, 
the book does not provide any references 
to the literature for the topics discussed 
in it. It would have been nice if the au-
thors had provided some historical and 
bibliographic remarks at the end of each 
chapter for the concepts discussed in 
them. 

 Overall, I think this is a good book and 
it would be useful to students as well as 
working professionals interested in this 
area. It can be used as additional reading 
for undergraduate courses on pattern rec-
ognition and machine learning. It can 
also be used as a textbook for a graduate 
course though it may have to be supple-
mented with some extra material, depen-
ding on the preferences of the instructor 
for the topics to be covered in the course. 
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