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Although wheelchair with joystick control is available, 
people whose hands are paralysed cannot use the joy-
stick and need other forms of assistance to move. This 
article presents the design and analysis of a mobile 
prototype robot control using a single-electrode com-
mercial electroencephalogram (EEG) headset. We  
examine the possibility of detecting P300 and blink 
signal for use as an input to control a prototype robot. 
From the captured EEG signals, P300 and non-P300 
are classified using an artificial neural network. In 
another experiment, we classify signals captured dur-
ing the intentional blink of the eye and signals where 
there is no blink. Also, we classify when the user in-
tentionally blinks two, three and four times. From the 
experiments, we found that P300 cannot be successfully 
detected with a single dry electrode on Fp1 position. 
Additionally, we found that signals which contain 
blink and those which do not contain blink can be 
classified using an artificial neural network. We also 
found that different number of blinks can be classified 
using an artificial neural network. Different number 
of blinks is used to move forward, turn left and right. 
The model trained to classify between blink and non-
blink signals is used to apply the brake. Experiments 
performed have shown that using a single-electrode 
commercial headset and blink of the eye, a user can 
successfully control the prototype to reach a pre-
defined destination. 
 
Keywords: Electroencephalography, machine learning, 
brain–computer interface, neural networks. 
 
PEOPLE who are impaired from movement due to disabili-
ties or stroke face constant challenges to move around. 
Event-related desynchronization (ERD)-based wheel-
chairs depend on the desynchronization in the firing of 
neurons when a subject imagines movement which was 
previously in synchrony before imagination. Left hand, 
right hand and feet imagination by the subject is usually 
used to control the wheelchair1–4. P300-based wheelchairs 
depend on an odd ball paradigm, where a user is pre-
sented with a visual or audio stimulus and he/she is asked 
to focus on the desired stimulus. When the user focuses 
on the desired stimulus, a positive deflection in the elec-

troencephalogram (EEG) occurs with a latency of 250–
500 ms. Usually, the stimulus of forward, left, right is 
shown to the user randomly and he/she is asked to con-
centrate on the stimulus of the desired direction. The cor-
responding stimulus whose signal contains P300 is then 
used as a command to the wheelchair5–8. Steady state vis-
ual evoked potential (SSVEP)-based wheelchairs depend 
on the response of the EEG signal when a visual stimulus 
is flashed at a particular frequency. A different stimulus 
is presented to the subject which is flashed at a different 
frequency. The stimulus which the subject is observing is 
identified by analysing the frequency of the EEG record-
ed. The EEG is composed mainly of the frequency in 
which the visual stimulus is flashing9. Hybrid-based 
wheelchairs combine two or more of the approaches men-
tioned above for control10,11. In a study by Geng et al.1, 
the robot was controlled in two ways – subject control 
mode and automatic control mode. In the subject control 
mode, the user needs to imagine left hand, right hand and 
feet to control the robot while in automatic control mode, 
the robot is controlled using the sensors installed. In the 
study by Rebsamen et al.6 the robot travelled only on 
predefined path menus that were shown to the user. Then 
the user selects the path using P300. Escolano et al.8 re-
ported a P300 control robot which can be controlled re-
motely and interact with the environment, where the user 
was presented with a set of points generated from the re-
mote environment for navigation, and he/she selected the 
point using P300. In the study by Mandel et al.9, a route 
in the environment was selected using SSVEP and an ex-
tension of the nearness diagram navigation method was 
used to navigate the robot to the selected route. P300 and 
SSVEP can be elicited simultaneously and combining 
them improves detection of control and idle states10. Long 
et al.11 combined P300 and ERD to control a simulated 
wheelchair. Imageries of left hand and right hand were 
used to turn left and right. P300 was used to accelerate 
the wheelchair and imagery of feet was used to decelerate 
it. EEG signals were acquired mainly using 10–20 elec-
trode placement standards. Rahul et al.12 concluded that 
exploring the option of sleeker design commercial Brain 
Control Interface (BCI) which uses dry electrode and is 
more comfortable to wear will be a good research direc-
tion. Majority of the research in this field uses multiple 
electrodes which are costly and not readily available, 
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Figure 1. a, General System Architecture. b, Electrode placement of Neurosky Mindwave Mobile. 
 

 

 
 

Figure 2. Recorded and filtered signal for P300 detection. 

 
 
although they give better results. Recent advancements in 
commercial EEG have seen the use of cheap non-invasive 
EEG headsets in games. These are comfortable to wear 
and easily available for sale. They do not need an expert 
in placing the electrode. This article presents the design 
and analysis of a mobile prototype robot that can be con-
trolled using a single-electrode commercial EEG headset 
(Neurosky’s MindWave mobile). We look into the possi-
bility of detecting P300 or intentional blink of the eye to 
control the prototype robot. All the experiments presented 
in this study are performed with an healthy subject. 

System architecture 

First, we acquired signals using a single-electrode EEG 
headset (Neurosky’s MindWave mobile). Next these  
signals were transferred to a laptop via the headset  
bluetooth. We then performed pre-processing of the rec-
orded EEG signals and features were extracted from these 
signals. Next, we performed classification of the signals 
recorded using the extracted features. The output of the 
classification algorithm was sent as a command to control 

the prototype robot via bluetooth. Figure 1 a shows the 
general system architecture. 

Methodology 

Signal acquisition and pre-processing 

We performed signal acquisition differently for P300  
detection and blink detection; it was done in a room with 
little distraction. The electrode of the headset was care-
fully placed at the Fp1 position and the reference  
electrode at A1 position. Figure 1 b shows the electrode 
placement position. For P300 detection, three arrows 
pointing forward, left and right were shown to the subject 
randomly for 1 sec each and he/she was instructed to  
actively focus on the target direction. EEG data were 
sampled every 10 ms for each direction for 1 sec and 
stored separately. According to Bougrain et al.13, the 
most common filter used for P300 detection is the 0.1–
30 Hz bandpass filter; so the signals recorded were filtered 
using the same bandpass filter. Figure 2 shows the noisy 
signal and filtered signal. The experiment was performed 
for 30 sessions and each session lasted 10 min. From the 
signals recorded for each direction, those that contained 
P300 were grouped together, whereas signals that did not 
contain P300 formed a separate group. 
 For blink detection, we performed two experiments. 
Signal acquisition was done differently for each experi-
ment. The first experiment performed classification  
between signal which contained blink and signal which 
did not. The second experiment performed classification  
between different number of blinks. In the first experi-
ment, each trial lasted for 2 sec and signals were sampled 
every 10 ms. In each trial, the subject was instructed to 
blink two times or not to blink at all. Thirty trials con-
sisted of one session. The experiment was carried out for 
eight sessions. From the EEG signal, it was found that 
blink produces a large positive peak followed by a large 
negative peak. Also, it has been observed that when the 



RESEARCH ARTICLES 
 

CURRENT SCIENCE, VOL. 116, NO. 12, 25 JUNE 2019 1995

user blinks intentionally the amplitude is relatively larger 
from blinks that occur involuntarily. Figure 3 shows in-
tentional blinking for three times. Figure 4 shows a com-
parison between involuntary and intentional blinking. In 
the second experiment, to accommodate different number 
of blinks, signal recording lasted longer. Each trial lasted 
for 3.5 ms and signals were recorded every 10 ms. During 
each trial, the subject was instructed to perform either 
two, three or four blinks or no blink. Altogether four ses-
sions containing 30 trials were performed for each type of 
blink and also for no blink. A sound was played to indi-
cate the start and end of each trial in both the experi-
ments. Once the start sound is played, the user starts 
blinking. From Figures 4 it is evident that with intention-
al blinks, large positive and negative deflections occur. 

Features extraction and classification 

After signal acquisition, we performed the features  
extraction and classification of both P300 and blink. For 
P300 detection, we performed two experiments with  
 
 

 
 

Figure 3. Three times blink signal. 
 
 

 
 
Figure 4.  Comparison between Involuntary Blink and Intentional 
blinking. 

respect to its features extraction technique. In the first 
experiment, EEG was again filtered using moving aver-
age with a window of 5 from 0–800 ms to flatten out the 
signal. To remove any extra noise, the signal was down-
sampled by a factor of 5. These values of the EEG signals 
act as features. Similar features extraction technique has 
been used by Escolano et al.8. In the second experiment, 
data from 200 to 600 ms were extracted. If S is the signal 
between 200 and 600 ms, then the following features 
were extracted 
 
 Positive peak = Smax; maximum value of S, (1) 
 
 Positive peak latency = t(Smax); time of Smax, (2) 
 
 Negative peak = Smin; minimum value of S, (3) 
 
 Negative peak latency = t(Smin); time of Smin, (4) 
 
 Peak-to-peak = positive peak – negative peak, (5) 
 
 Peak-to-peak latency = t(Smax) – t(Smin), (6) 
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= ∑  root mean square of the signal. (7) 

 
Positive peak is the maximum value of the EEG signal 
between 200 ms to 600 ms. Positive peak latency is the 
time at which a positive peak occurs. Negative peak is the 
minimum value of the EEG signal between 200 and 
600 ms and negative peak latency is the time at which a 
negative peak occurs. Peak-to-peak is the difference be-
tween positive and negative peaks. Peak-to-peak latency 
is the difference between positive peak latency and nega-
tive peak latency. These are some of the morphological 
features specified by Khemri14 for P300 detection. P300 
signal is labelled as ‘1’ and non-P300 signal are labelled 
as ‘0’. 
 For blink detection, we performed two experiments. 
The first experiment performed classification of two 
times blink and no blink. The second experiment per-
formed classification of the different number of blinks. In 
the first experiment, trials which contained blinks and 
those which did not contain blinks were grouped sepa-
rately. The first 160 from 200 samples were extracted. In 
the second experiment, the first 300 from 350 samples 
were extracted. From these extracted samples, for every 
20 samples, we extracted the minimum negative value. If 
the negative value was not present within the 20 samples, 
we used 0 as the corresponding extracted value. Also, we 
calculated the RMS value of the extracted samples. If S is 
the extracted samples, then 
 
 {0,..., } *20 (( *20) 20)min{ ,..., },i j i iS S S∀ +=  (8) 
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Figure 5. a, P300 classification-accuracy obtained in experiment 1. b, P300 classification-loss plot in experiment 1. 
 
 
 

 
 

Figure 6. a, P300 classification- accuracy obtained in experiment 2. b, P300 classification-loss obtained in experiment 2. 
 

 

 {0,..., }
0

( )
0 0,
i i

i j
i

S S
X i

S∀
<⎧

= ⎨ ≥⎩
 (9) 

 

 2

1

1RMS .
n

i
i

S
n =

= ∑  (10) 

 
The value of X was concatenated with the corresponding 
RMS value and used as a feature. The value of j in eqs (8) 
and (9) is 7 for the first experiment and 14 for the second 
experiment since the number of samples extracted is 160 
and 300 in each of the experiments respectively. In the 
first experiment, all the trials which contained intentional 
blinks were labelled as ‘1’ and those which did not con-
tain blinks were labelled as ‘0’. In the second experiment, 
four times blink were labelled as ‘3’, three times blink as 

‘2’, two times blink as ‘1’, and signal with no intentional 
blinks as ‘0’. 
 For P300 classification, two multi-layer neural net-
works with ReLU as activation function for input layer, 
hidden layers and sigmoid as activation function for out-
put layer were trained separately using back propagation 
and mini-batch stochastic gradient descent with momen-
tum as an optimizer to classify P300 and non-P300  
signals. Features extracted in the first experiment were 
used for the first network and those extracted in the 
second experiment were used for the second network in 
training. The network was trained with the train set and 
the model was validated with a test set. Figures 5 and 6 
show the accuracy and loss of the network in both the  
experiments. Learning rate η and momentum were set to 
0.00005 and 0.9 for the first experiment, and 0.006 and 
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Figure 7. a, Accuracy plot obtained in two times blink and non-blink classification. b, Loss plot obtained in two times blink and non-blink classi-
fication. 
 
 

 
 
Figure 8. a, Accuracy plot obtained in different number of blink classification using Adagrad. b, Loss plot obtained in different number of blink 
classification using Adagrad. 
 
 
0.2 for the second experiment respectively. Other hyper-
parameters were set to default value. For blink detection, 
two multi-layer neural networks with ReLU as activation 
function for the input layer, hidden layers and sigmoid as 
activation function for the output layer were trained sepa-
rately using backpropagation, one for each feature extrac-
tion technique. In the first experiment, classification of 
two times blink and no blink was performed. Optimizer 
used was Adagrad with the learning rate as 0.0002. Other 
hyper-parameters were set to default value. Figure 7 
shows the accuracy and loss obtained. In the second  
experiment, classification of two, three and four times 
blink was done. Training was performed using stochastic 
gradient descent with momentum, RMSprop, Adam and 
Adagrad as optimizers in separate training instances. 
Learning rate and momentum of stochastic gradient  
descent were set to 0.006 and 0.4 respectively. The learn-

ing rate of RMSprop, Adam and Adagrad were 0.00006, 
0.0002 and 0.008 respectively. These learning rates were 
obtained by performing an exhaustive search from a  
pre-specified subset of learning rate and momentum. The 
models were trained using the training set and validated 
using the test set. Figure 8 shows the accuracy and loss 
obtained while using Adagrad as optimizer. We presented 
experiment performed with Adagrad only because it 
achieves the highest accuracy among other optimizer with 
which we have performed the experiment. 

Controlling prototype robot 

We found that P300 cannot be successfully detected and 
therefore, used blink to control the robot. The prototype 
robot consists of an Arduino, two servos, a servo shield 
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and a bluetooth module. The servo motor shield is placed 
on top of the Arduino. Figure 9 shows the components of 
the robot that are connected to the servo motor shield. 
The robot is programmed to receive command from the 
laptop through bluetooth and performs the movement 
command. To control the direction of the robot, we used 
trained model to detect two times blink, three times blink, 
four times blink and no blink. Four times blink is used to 
move forward, three times and two times to turn left and 
right respectively. Once the robot moves forward brake 
mode is activated where the user needs to blink two times 
in order to apply the brake. Once the brake is applied, it 
returns to the direction control mode. In Algorithm 1, 
‘extract feature (S)’ extracts the features that will be used 
for classification. In Algorithm 2, ‘model blink (X)’ is the 
trained model to classify the different number of blinks. 
It predicts whether the EEG data recorded are two, three, 
four times blink, or no blink. In Algorithm 3 ‘model 
 
 

 
 

Figure 9. Robot’s circuit connection. 
 
 

 

brake (Y)’ is the trained model to classify blink and non-
blink, which is used to apply the brake. 

Experimental analysis and results 

To evaluate how well we can classify P300 and non-
P300, blink and non-blink, and different number of 
blinks, we need to analyse the accuracy obtained. The 
performance of the robot is analysed with respect to  
the total command issued, the correct command executed, 
the wrong command executed, path length, and time  
taken to cover the path. The subject has to reach a pre-
defined destination following a path of 7.5 m. The path is 
shown in Figure 10. All the experiments were performed 
using the dataset obtained in signal acquisition. 
 For P300 classification Figures 5 and 6 present the  
accuracy and loss of the network in classifying. For blink  
detection, Figure 7 shows the accuracy and loss obtained 
in classifying two times blink and no blink. Accuracy and 
loss obtained in classifying different number of blinks are 
shown in Figure 8. In Figures 5 b and 6 b, while classify-
ing P300 and non-P300, the train-set loss keeps decreas-
ing while training until convergence but the test-set loss 
keeps increasing while testing. This indicates that the 
network is not able to generalize between training and 
testing set. A single dry electrode at Fp1 position  
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Figure 10. Path used to test the performance of robot. 
 
 

Table 1. Performance of the robot 

Trial no. Total Correct Wrong Time taken (min) 
 

1 21 16 5 7.13 
2 23 16 7 8.16 
3 32 24 8 10.43 
4 22 16 6 7.56 
5 26 21 6 8.27 

 
 

detects several blinks and muscular activity. Averaging 
over the different channels to reduce noise is usually em-
ployed for P300 detection, which is not possible here 
since we are using one electrode. Filtering action also 
failed to remove noise. This noise produces positive and 
negative deflections, which lead to a lot of similarity be-
tween P300 and non-P300, resulting in overfitting. In 
both the experiments of classifying P300 and non-P300, 
we obtained a classification accuracy of just 45–50%. 
Our experiment of detecting P300 using single dry elec-
trode headset at the Fp1 position was not successful. In 
the experiment for classifying between two times blink 
and non-blink, we obtained a classification accuracy of 
89–93%. Loss plot in Figure 7 b shows that the test-set 
loss stops decreasing after some iterations, which indi-
cates that some of the samples cannot be classified prop-
erly into blink or non-blink. This may be due to wrong 
labelling of the samples. In the experiment for classifying 
the different number of blinks, network trained with  
stochastic gradient descent, RMSprop, Adam gave classi-
fication accuracy of 80–83%. Using Adagrad, classifica-

tion accuracy obtained was 84–86%. The slight increase 
in classification accuracy of Adagrad is due to the sparse 
nature of the features extracted where Adagrad is known 
to perform well compared to the other optimization algo-
rithms. In Figure 8 b test-set loss increases slightly after 
some iterations, which indicates this too cannot generalize 
some of the samples. We were not able to achieve an  
accuracy of 100% because of wrongly assuming a trial of 
a specific number of blinks and labelling it wrongly. 
Since the process of signal acquisition lasts for several 
hours, there are chances of error. Galan et al.2 reported 
that ERD-based wheelchair subjects need to cope with 
generating stable EEG patterns to control their wheel-
chair. Stable EEG pattern generation is not needed in the 
present system, since the effect of blink on EEG is simi-
lar for every person. It will produce positive and negative 
deflection. 
 Performance of the robot was analysed using five trials 
in which the subject had to reach the predefined destina-
tion. It was found that subject could reach the destination 
in all of the trials. Table 1 gives the performance of the 
robot in each trial. 

Discussion and conclusion 

P300 is hard to detect using Neurosky MindWave since it 
contains a lot of noise from blink. It may be due to the 
position of the electrode of MindWave mobile headset, 
which was fixed at the Fp1 position. We conclude that 
blink can be used as an alternative to control the wheel-
chair. It is relatively easy and cheap to do so. The expe-
riment was performed with healthy subject. Verification 
with a non-healthy subject is still needed. Most researchers 
in this field utilize signal acquisition system which is 
meant for laboratory use. Moreover, wet electrodes are 
mainly used. Exploring the option of teaching the robot 
about obstacle avoidance or path planning will be a good 
research direction. 
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