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Groundwater is an essential natural resource in the 
country to fulfil the irrigation, domestic, industrial 
and other needs. In order to ensure sustainable use of 
groundwater resources, the groundwater level is used 
as an important indicator for balancing the ground-
water withdrawal rate and replenishment rate through 
the recharge. Quantitatively, the recharge rate is  
governed by various complex large-scale hydrological 
processes and hence achievement of sustainability of 
groundwater supplies, through sustainable withdrawal 
rate is a complicated issue. In the present study, a  
data-driven prediction model by combining discrete 
wavelet transform (DWT) with artificial neural  
network (ANN) called as wavelet artificial neural net-
work (WANN) is proposed for the groundwater table 
prediction. The simulation results obtained by regular 
ANN model were compared with those obtained by 
WANN model to prove the superiority of the latter 
model over the former. WANN model was developed 
using decomposed signals of rainfall, evapotranspira-
tion and water table depth time series as inputs in the 
ANN model to arrive at a prediction of monthly fluc-
tuation of the groundwater table. Rainfall time series 
was decomposed using Haar wavelet at third decom-
position level and evapotranspiration and water table 
depth time series was decomposed using Daubechies 
wavelet at second decomposition level. The RMSE 
value of ANN and WANN model during validation 
were found to be 0.3648 m and 0.1695 m respectively, 
which showed decrease in RMSE value by 0.195 m 
when WANN was applied. Model efficiencies of ANN 
and WANN model during validation were 84.65% and 
95.68%, indicating excellent improvement of model 
accuracy after applying WANN. Hence, the proposed 
WANN model seems to be a promising tool to predict 
the monthly water table fluctuation.  
 
Keywords: Artificial neural network, wavelet trans-
formation, wavelet artificial neural network, water table 
depth prediction. 
 
IN the arid and semiarid regions where surface water  
resources are limited due to a low degree of precipitation 

and a high degree of evapotranspiration, groundwater is uti-
lized to fulfil the various water requirements. In India, the 
current groundwater use rate exceeds above 65% for irriga-
tion and 85% for drinking water supplies in rural and urban 
areas. Since the last decade, the groundwater management 
is becoming a critical issue due to increased water demand, 
reduced rainfall, drought and consequently water shortages 
in the country. Efficient management of groundwater re-
source needs a clear understanding of the effects of climate 
variability as well as anthropogenic activities on ground-
water level recharge, particularly in the perspective of  
increasing climate uncertainty. Accurate groundwater table 
depth prediction is necessary to understand the regional 
groundwater status well in advance for sustainable plan-
ning and management of the available water resource. 
 In the recent past, computational intelligence tech-
niques like artificial intelligence, artificial neural net-
work, fuzzy logic and genetic algorithm models are being 
used intensively to simulate the most uncertain hydrolog-
ical processes due to their enhanced performance over the 
traditional modelling techniques, viz. empirical models, 
statistical models like autoregressive, autoregressive 
moving average models and physical-based models which 
are data-intensive and time consuming. Artificial neural 
network (ANN) has gained warm response as a new 
promising alternative in this field. ANN model is treated 
as universal approximator, also its strength lies in captur-
ing the input and output relation of the process without 
enough knowledge of the underlying principles. The  
advantages and suitability of ANN models have been  
described elsewhere1. Neural networks have previously 
been applied for groundwater level prediction2–5. 
 ANN is widely accepted, applicable and considered as 
a flexible tool for modelling of hydrological processes. 
ANN has also some limitations when applied to a high 
non-stationary signal involving seasonality varying from 
1 day to several decades. Hence, pre-processing of time 
and space data may be considered as an effective method 
to overcome these drawbacks. In recent years, wavelet 
transformation technique is emerging as an efficient tool 
for preprocessing of data series. 
 The observed time series would exhibit non-stationary 
characteristics, which is a significant challenge for several 
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fields (e.g. remote sensing, engineering, hydrology, etc.). 
The wavelet transform has been extensively studied in 
several applications related to climate, meteorology, 
oceanography, geosciences and geophysics. In order to 
decompose the non-stationary time series into time-
frequency domain, wavelet transform (WT) has been suc-
cessfully applied over different range of fields6. The 
wavelet transform is the improved version of Fourier 
transform. Fourier transform is a powerful tool for ana-
lysing the components of a stationary signal, but it cannot 
be applied for analysing the components of a non-
stationary signal. Whereas, the wavelet transform is  
advantageous over Fourier transform as it can be applied 
to analyse the components of a non-stationary signal.  
Effectiveness of the wavelet transform in disintegrating 
non-stationary time series into a number of stationary 
signals at different scales (levels) is helpful for better  
understanding of the process. Therefore, a role of data-
driven prediction model by combining wavelet transform 
with ANN known as the wavelet-ANN (WANN) model is 
inevitable as it can explain concurrently spatial and tem-
poral information of the time series, produces an effective 
implementations for prediction of hydrological processes 
with improved prediction accuracy7,8. Since its theoretical  
development in 1984, the wavelet transform has attracted 
significant attention9. A number of recent hydrological 
modelling studies have implemented wavelet analysis10–17.  

Materials and methods 

Study area 

The data from a groundwater monitoring station located 
at the hydro-meteorological observatory at the National 
Institute of Hydrology (NIH) campus, Roorkee was  
selected for this study. Daily rainfall, water table depth 
and maximum, minimum and mean temperature data  
of Roorkee station were collected from July 2008 to April 
2013. Evapotranspiration was calculated using Har-
greaves temperature model (eq. (1)) 
 
 ET = 0.0023R (Tmean + 17.8) (Tmax – Tmin)1/2, (1) 
 
where ET is evapotranspiration in (mm/day), Tmean, Tmax 
and Tmin is mean, maximum and minimum air tempera-
tures (°C) respectively, and R is extraterrestrial radiation 
(mm/day)18. 

Hybrid wavelet ANN model development 

Development of hybrid wavelet ANN model involves the 
development of ANN model using pre-processed (de-
composed) time series of all the desired variables using 
wavelet transformation as the input to the model. The hy-
brid model helps in understanding the combined applica-

tion of the ANN method with the wavelet transform to 
improve the performance of the model significantly.  
 Basically, ANN is categorized based on its network  
architecture representing the connection pattern between 
nodes, method of determining the weights of the connection 
and activation function used19. In this study, feed-forward 
neural network architecture was used in predicting 
monthly water table depths. The selection of significant 
input variables is one of the most important steps in ANN 
modelling. Generally, all the possible input variables are 
not equally informative, because some input variables 
may be correlated, noisy, or may not have any correlation 
with the output variable20. Hence, statistical methods like 
cross-correlation, auto-correlation and partial auto-
correlation techniques were used to select the significant 
input variables. 

Feed-forward neural network 

Feed-forward means that all the interconnections between 
input, hidden and output layers propagate in the forward 
direction to the next layer, and flow of information is  
only in the forward direction. Each node from the one 
layer is interconnected to the next layers. These intercon-
nections are assigned with weights based on the influence 
of each input parameters to the output. In ANN, the type 
of node used determines the method in which it calculates 
the total input and the method in which the node calcu-
lates its output as a function of its net input (eq. (2)). 
Each node in ANN operates as processing elements that 
react to the weighted inputs received from other or from 
previous nodes as shown in Figure 1. 
 The net input xj to node j is the weighted sum of all the 
incoming signals as given in eq. (2). 
 
 net input = xj = ∑wijyi,  (2) 
 
where xi is the net input coming to node j; wij the weight 
between node i and node j; yi is the activation function at 
node i.  
 
 

 
 
Figure 1. A typical representation of the feed-forward neural  
network. 



RESEARCH ARTICLES 
 

CURRENT SCIENCE, VOL. 117, NO. 9, 10 NOVEMBER 2019 1477

 The log sigmoidal activation function as given by eq. 
(3), was used between input and the hidden layers 
 
 yi = 1/[1 + exp(–xj)].  (3) 
 
Typical feed-forward neural network with input–output 
combinations is presented in Figure 1. The feed-forward 
neural network is easy to handle, and can approximate 
any input–output mapping. However, training of the net-
work is time-consuming and requires lot of training data. 

Training with algorithm 

Determining the best values of all weights and updating 
the weights to reduce the error in time series prediction is 
called training of ANN. Weights are usually randomly set 
in the initial iterations, which are then adjusted so that the 
next iteration will produce near value between the desired 
and the actual output. The training phase can consume a 
lot of time. In the present study, Bayesian regularization 
algorithm was used to train the network more efficiently. 
This algorithm will automatically set optimum values for 
the parameters of the objective function. The weights and 
biases of the network were assumed to be random vari-
ables with specified distributions. The main advantage of 
this algorithm is that the function will not be over-fitted 
even for the large size of the network. Bayesian regulari-
zation was successfully used in many studies21,22. 

Network architecture 

The number of neurons in the hidden layer was identified 
by trial and error method. The network was trained for 
each set of hidden neurons with the input datasets in 
batch mode to minimize the error and to enhance the  
performance of the model at the output layer. Various  
internal parameters used in the ANN model like learning 
rate, momentum coefficient, scalar μ (momentum para-
meter), and combination of transfer functions for hidden 
and output layer were also found out by trial and error. 
MATLAB 2012a software was used for this analysis. 

Wavelet transformation 

Wavelet is a ‘small wave’ having a finite length in space. 
It is a special kind of function which exhibits oscillatory 
behaviour for a short period of time and then dies out. 
The wavelet function, ϕ(t), signifying the time-frequency 
localization is given by eq. (4) 
 
 ϕτ,s(t) = [1/s1/2]ϕ[t – τ/s]. (4)  
 
where s (>0) indicates the scaling parameter and τ indi-
cates the translation parameter. For the function to be a 
wavelet, it should be time-limited. For a given scaling  

parameter s, the wavelet is translated by varying the  
parameter τ. 
 Wavelets are short duration finite energy functions. 
They transform the signal under analysis into another  
illustration which presents the signal in a more detailed 
form. This transformation of the signal is called a wavelet 
transform. In wavelet transform, a single function, called 
the mother wavelet, is dilated and translated to obtain a 
set of ortho-normal basis functions. 
 There are two methods in wavelet transformation, viz. 
continuous wavelet transform (CWT) represented in eq. 
(5) and discrete wavelet transform (DWT). 
 

 ,
1CWT ( ) [ / ]d .s f t t s t
sτ ϕ τ= ∫ −   (5) 

 
The CWT is obtained after continuous shifting of the 
wavelet along the signal. In contrast, the discrete wavelet 
transformation obtained after shifting the wavelet in dis-
crete steps, with step-length equal to 2j (j = 1, 2, …, n). 
DWT is computed by successive low-pass and high-pass 
filtering using Mallat’s algorithm23. First, the signal 
(X[n]) which is to be transformed is decomposed into 
high-frequency (H[n]), called as detailed coefficient and 
low-frequency components (L[n]), called approximate 
coefficient. The detailed coefficient (H[n]) indicates level 
1 coefficient. Then the approximate coefficients (L[n]) 
are once again decomposed into the next level and so on. 
This splitting carried out using eqs (4), (5) and (6) was 
called decomposition.  
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In one-dimensional DWT, the signal is divided into two 
parts, viz. the high frequency and the low frequency 
part24. This will enhance the resolution in frequency thus 
reducing its uncertainty by half. As a result, each filtered 
band will have band occupancy of ω/2, which can be 
sampled at ω. The entire signal after the first level of  
decomposition is represented by only half the number of 
samples because the decimation by two halves the time 
resolution. Thus, in the second level of decomposition, 
the decimation by two doubles the scale while the half-
band low-pass filtering removes half of the frequencies. 
By this method, at high frequencies, the time resolution 
in the signal gets improved, at low frequencies, the fre-
quency resolution is improved. Such a procedure is  
repeated until the desired levels of resolution in frequency 
are attained25. In this study, Haar wavelet and Daubechies 
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wavelets were used for decomposing the input signal of 
the time series. 

Haar wavelets 

The wavelet Haar works on data by calculating the sums 
and differences of adjacent elements. First it will operate 
on adjacent horizontal elements and secondly on adjacent 
vertical elements. The size of the square which contains 
the most important information is reduced by a factor of 4 
after every transform and the translated versions are 
called ‘mother wavelet’ and represented by ψ(t). The 
Haar wavelet transformation has several advantages, viz. 
simple in concept, quick, memory efficient, and precisely 
reversible without the edge effects that are not possible 
with other wavelet transforms. 

Daubechies wavelets 

Discrete wavelet transforms (Daubechies wavelets) are a 
family of orthogonal wavelets characterized by a maxi-
mum number of vanishing moments for some given sup-
port. In this type of wavelet, a scaling function (father 
wavelet) generates an orthogonal multiresolution analy-
sis. This wavelet has intimate connections with the theory 
of fractals and also has balanced frequency responses. 
Daubechies wavelets use overlapping windows, so the 
high-frequency coefficient spectrum reflects all high-
frequency changes. Therefore it is useful in noise removal 
and compression of audio signal processing. Accordingly, 
the different types of wavelets used in the study are 
shown in Figure 2. 

Performance evaluation criteria 

The statistical parameters like coefficient of efficiency as 
given by eq. (9) and root mean square error as given by 
eq. (10) were used to check the performance of the  
models during calibration and validation.  
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Figure 2. Different type of wavelet (Haar and Daubechies (Db2)). 

 RMSE = 
1/ 221/ 2

1

( )residual variance ,
n

j j

j

Y X
n n=

⎧ ⎫−⎪ ⎪⎛ ⎞ = ⎨ ⎬⎜ ⎟
⎝ ⎠ ⎪ ⎪⎩ ⎭

∑  

  (10) 
 
where Yj is the observed water table depth, Xj the pre-
dicted water table depth, n the number of observations, 

jY  is the mean of observed water table depth. 

Results and discussion 

The auto-correlation function (ACF), partial auto-
correlation function (PACF) and cross-correlation func-
tion (CCF) were used to find out significant lags for input 
variables. The ACF and PACF of water table depth val-
ues, the CCF between monthly total evapotranspiration 
values and monthly mean water table depth values and 
the CCF between monthly total rainfall values and 
monthly mean water table depth values were analysed. 
From the results obtained it can be summarized that the 
water table depth with one month (t – 1) time lag, rainfall 
with two month (t – 2) time lag and ET with one month 
(t – 1) time lag were selected as desired time lags for the 
proposed model. Based on this output, the final input  
vector is formulated as 
 
 H(t) = f {R(t – 2), ET (t – 1), H (t – 1)}.  (11) 

Development of WANN model  

The input variables, viz. rainfall, evapotranspiration and 
water level depth time series were decomposed using the 
wavelet transform at different decomposition levels. The 
trial and error procedure was adopted to obtain optimum 
decomposition level. In order to have a comprehensive 
overview of decomposition level, initially the eq. (12) 
was employed, which gave minimal decomposition  
level26. 
 
 L = int [log(N)],  (12) 
 
where L is the level of decomposition and N is the num-
ber data on time series. In this study, the value of data 
point in time series, N = 56 and thus L = 2. 
 This thumb rule equation (eq. (12)) is derived for  
fully autoregressive signals based on a number of data on 
time series, and it does not consider the seasonal varia-
tions in the data set. Therefore, for the betterment of the 
model efficiency two additional decomposition levels 
(i.e. 3 and 5) were also examined, in which decomposi-
tion level 2 led to better results. Evapotranspiration and 
water table depth have a proportionally relative relation-
ship and also have the same seasonality level, so both the 
signals were decomposed at the same decomposition  
level (i.e. level 2). The shape of the Daubechies wavelet
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Table 1. Results of WANN model during calibration and validation 

 Calibration Validation 
  WANN 
Model no. Input combination structure CORR RMSE (m) EFF% CORR RMSE (m) EFF% 
 

WANNGWL1 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-1-1 0.9453 0.2674 89.35 0.9739 0.1963 94.22 
WANNGWL2 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-2-1 0.9662 0.2114 93.35 0.9814 0.1754 95.38 
WANNGWL3 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-3-1 0.9714 0.1946 94.36 0.9813 0.1698 95.68 
WANNGWL4 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-4-1 0.9714 0.1946 94.36 0.9813 0.1697 95.68 
WANNGWL5 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-5-1 0.9714 0.1946 94.36 0.9813 0.1697 95.68 
WANNGWL6 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-6-1 0.9714 0.1946 94.36 0.9813 0.1697 95.68 
WANNGWL7 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-7-1 0.9712 0.1955 94.31 0.9804 0.1736 95.48 
WANNGWL8 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-8-1 0.9714 0.1946 94.36 0.9813 0.1696 95.68 
WANNGWL9 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-9-1 0.9714 0.1946 94.36 0.9813 0.1697 95.68 
WANNGWL10 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-10-1 0.9714 0.1946 94.36 0.9813 0.1695 95.68 
WANNGWL11 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-11-1 0.9714 0.1946 94.36 0.9813 0.1696 95.68 
WANNGWL12 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-12-1 0.9714 0.1946 94.36 0.9813 0.1696 95.68 
WANNGWL13 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-13-1 0.9714 0.1946 94.36 0.9813 0.1697 95.68 
WANNGWL14 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-14-1 0.9713 0.1949 90.35 0.9810 0.1709 95.62 
WANNGWL15 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-15-1 0.9713 0.1951 94.33 0.9818 0.1718 95.57 
WANNGWL16 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-16-1 0.9714 0.1946 94.36 0.9813 0.1697 95.68 
WANNGWL17 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-17-1 0.9714 0.1946 94.36 0.9813 0.1697 95.68 
WANNGWL18 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-18-1 0.9711 0.1955 94.31 0.9804 0.1740 95.46 
WANNGWL19 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-19-1 0.9713 0.1949 94.34 0.9810 0.1708 95.63 
WANNGWL20 Haar-3 R (t-2), DB-2 ET (t-1), DB-2H (t-1) 3-20-1 0.9711 0.1956 98.04 0.9804 0.1740 95.46 

 
 

 
 

Figure 3. The WANN model structure. 
 
 

 
 
Figure 4. Scatter plot for the result of best ANN model during valida-
tion. 
 
 
was similar for both evapotranspiration and water table 
depth signal, so, it could capture the signal features,  
especially peak points efficiently and led to comparatively 
good results.  

 The Haar wavelet has a pulsed shape (as shown in  
Figure 4) which is similar to the rainfall time series and 
helps in capturing the signal features and yield with mod-
erately high efficiency. Hence, the Harr mother wavelet 
was chosen for decomposition of rainfall time series as 
suggested earlier26. Rainfall time series was decomposed 
at different decomposition levels from 1 to 5. Decomposi-
tion level 3 was found to give better results. These disin-
tegrated input signals were used as input to develop 
hybrid WANN model as shown in Figure 3. 

Training of WANN model 

Out of 58 months (July 2008 to April 2014) dataset, 56-
month data set was available for analysis considering  
2-month time lag for rainfall series. In the 56 month data-
set, 35 sets (63%) were used for calibration (training), 
whereas 21 sets (37%) were used for validation. The 
number of hidden neurons was found by a trial and error 
method, starting with one hidden neuron and increasing 
up to 20 neurons. The log sigmoid and pure linear trans-
fer functions were used for hidden and output layers  
respectively and the results of WANN model are given in 
Table 1. 
 Among the various WANN models, the WANNGWL10 
model with WANN structure 3-10-1 was found best with 
highest correlation coefficient (0.9714 for calibration and 
0.9813 for validation), highest model efficiency (94.36% 
for calibration and 95.68% for validation) and least 
RMSE (0.1946 m for calibration and 0.1695 m for valida-
tion). Even though there was not much difference in  
results among the structures from WANNGWL2 to 
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WANNGWL10, RMSE values were different and were 
used to select the significant model. Moreover the per-
formance was increasing gradually; there was no fluctua-
tion. Hence the model with WANN structure 3-10-1 was 
selected as the best WANN model.  
 The performance of best ANN and WANN model for 
prediction of water level depth at Roorkee during valida-
tion period was also analysed using scatter plots as shown 
in Figures 4 and 5 respectively, which clearly demon-
strated the potential of the developed WANN models 
over ANN. The performance of the best ANN model and 
the best WANN model in terms of observed and pre-
dicted monthly groundwater table depths in the observa-
tion well during the validation period are shown in Figure 
6, which clearly indicates that the WANN model pre-
dicted groundwater table depth closely matches with the 
observed groundwater table depth as compared to those 
simulated by the ANN model. The presented results bring 
out the superiority as well as potential applicability of the 
proposed WANN model for the forecast of monthly 
groundwater table fluctuation for Roorkee groundwater 
observation station operated and maintain by NIH. 

Conclusion 

The accurate groundwater depth fluctuation forecast is an 
important issue for sustainable development and man-
agement of regional water resources in the country. In 
view of the hydro-geological complexities involved in the 
forecast of groundwater depth by statistical, empirical or 
physically based models, the data-driven models are sim-
ple, comparatively data inexpensive as well as accurate. 
Therefore, in the present study, an attempt was made to 
apply a data-driven ANN and WANN models to verify 
the performance and their applicability to forecast 
monthly groundwater depth fluctuation using the observed 
data from groundwater observation well operated and 
maintained by NIH, Roorkee. The computed RMSE val-
ues of ANN and WANN model during validation were 
found to be 0.3648 m and 0.1695 m respectively, which 
shows a decrease in RMSE value by 0.1950 m when 
WANN was applied. Similarly, the computed model effi-
ciencies of ANN and WANN model during validation 
were 84.65% and 95.68% indicating excellent improve-
ment of model accuracy after applying WANN. These re-
sults indicate that the WANN model shows substantial 
improvement in the model performance as compared to 
ANN model results. Therefore, from the results of these 
study, it could be concluded that the performance of the 
proposed WANN model in the forecasting of the monthly 
groundwater depth fluctuations is substantially improved 
when the wavelet transform is combined with ANN model 
as compared to the groundwater depth forecasting results 
by ANN model. In addition, comparison of the time  
series plots and the scatter plots developed using the  
results of ANN and WANN model results showed that the 
water level depth values forecast using the WANN model 
were more precise and were very near to observed data as 
compared to those by the ANN model. Therefore, the 
proposed WANN model seems a promising tool for  
forecasting monthly groundwater depth fluctuations. 
However, the performance of the WANN model for fore-
casting of the daily groundwater depth fluctuation needs 
to be verified, which will be carried out in the near future. 
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