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The recently evolved family of coronaviruses known 
as the severe acute respiratory syndrome coronavirus-2 
(SARS-CoV-2) or COVID-19 has spread across the 
world at a critically alarming rate, thereby causing a 
global health emergency. Several nations have been 
adversely affected in terms of both social and econom-
ic aspects. Hence there is an utmost need to control 
the transmission rate of the virus by incorporating 
stringent control measures. In this article, a non-para-
metric framework for characterizing the epidemiolog-
ical behaviour of COVID-19 is suggested. Several 
statistical analysis tests have been conducted on the 
time series data acquired for four countries to derive a 
relationship between the three considered cases, viz. 
the new incidence of COVID-19, new deaths, and new 
sample testing facilities. Further, considering the dyna-
mical behaviour of the sample data, a smoothing spline 
approach is implemented to obtain a better analysis of 
the observations. Subsequently, autocorrelation func-
tion is used to study the degree of correlation for each 
considered case for specific time lags. Finally, the non-
parametric kernel density estimate is adopted for ob-
taining a robust characterization of the underlying 
distributions pertaining to each case considered in this 
study. Hence these observations lead to the develop-
ment of an efficient prediction framework that can be 
implemented for analysing the epidemiological beha-
viour of the COVID-19 pandemic. 
 
Keywords: Autocorrelation function, COVID-19, epi-
demiological dynamics, non-parametric statistical tests. 
 
IN recent times, emergence of the 2019 novel corona virus 
disease (COVID-19) has been observed to induce acute 
respiratory disorders caused by a family of coronaviruses1. 
On 11 February 2020, the International Committee on 
Taxonomy of Viruses (ICTV) named the virus as severe 
acute respiratory syndrome coronavirus-2 (SARS-CoV-
2)2,3. Since the initial onset of the virus in December 
2019, it has intrinsically mutated and affected a large 
population across the globe. The virus has a highly rapid 
transmission potential and can easily be a source of infec-
tion across different settings like public places, hospitals 
or other contaminated surfaces. Conceivably, the virus 
has now spread across 213 countries throughout the 

world and has proven to be lethal to humans with comor-
bidities or other acute conditions4. The rapidly increasing 
spread of the virus has attracted attention of the scientific 
community globally for developing diversified models 
which can efficiently track and contain the epidemiologi-
cal spread of COVID-19. Most epidemiological models 
require exhaustive analysis of empirical data to intrinsi-
cally understand the dynamics of a contagion. 
 To this end, understanding the role of proper statistical 
data analysis models becomes crucial for developing pre-
cise disease diagnostic frameworks5–7. Several works have 
extensively studied the use of statistical data analysis for 
comprehending the behaviour of diseases and their patterns 
of spread. However, in real-world scenarios, the distri-
bution of such epidemiological data may largely deviate 
from some specific distribution models. Hence, non-para-
metric statistical tests could provide a precise idea re-
garding the underlying behaviour of a specific dataset. 
Most sophisticated prediction tools employ these non-
parametric tests to obtain a plausible evidence of real-
world datasets. After assessing the statistical behaviour of 
the datasets, several well-known mathematical tools can 
be implemented to study the relationship between obser-
vations from any given dataset7–12. 
 According to some composite theories which have 
evolved recently, it has been observed that increase in  
rigorous testing facilities has also contributed towards the 
rise in single-day peaks of COVID-19 cases. However, this 
indicates a positive influence in the public healthcare 
domain, which also signifies more traceability of new 
confirmed COVID-19 cases. Thus, by considering similar 
cohorts in tracking the epidemiological spread of the  
virus, more tractable public safety frameworks can be  
developed by policy makers and health-care organiza-
tions, which will aid in concurrently managing and track-
ing the prevalence of COVID-19 (refs 13–15). 
 In this article, we consider the reported daily new cases, 
new deaths and new testing services for COVID-19 per-
taining to four worst-affected countries across the world, 
viz. the United States, the United Kingdom, Russia and In-
dia. We performed non-parametric statistical tests like the 
χ 2 and analysis of variance (ANOVA) to assess statistical 
behaviour of the considered dataset. It was observed that 
ANOVA indicated acceptance of the null hypothesis under 
95% confidence interval (CI). Thus, our assumptions hold 
true that the number of cases significantly vary across  
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individual countries. The smoothing spline function has 
been adopted for our observations to obtain numerical 
stability. The respective results for R2 values have been 
computed for the corresponding countries along with the 
individual smoothing parameters. We then report the re-
sults using auto-correlation function (ACF) within specific 
confidence bounds over the time-series data obtained for 
the four countries considered in this study. From the ob-
tained correlograms, it was observed that the data are in 
excellent agreement in terms of their correlation over 
successive intervals of time. Further, non-parametric ker-
nel-based distribution analysis for specifically two kernel 
types, i.e. Gaussian and Epanechnikov kernels has been 
done to characterize statistical dynamics of the observed 
data. Thus, from the above observations it can be deduced 
that this work leads to a highly efficient prediction 
framework by deriving a relationship between some criti-
cal parameters, which can be used for characterizing the 
epidemiological impact of the COVID-19 pandemic. 
 After performing a qualitative analysis of some recent 
works which focused on assessing the impact of COVID-
19 through conventional learners and parameterized 
probabilistic models, we reached the conclusion that non-
parametric models leverage the capability of providing 
better fit towards characterizing a larger population of 
functional forms. It was also observed that the use of non-
parametric models led to the avoidance of poor assump-
tions corresponding to the underlying function. Thus, the 
present work focused on analysing statistical behaviour 
of reported daily new COVID-19 cases, deaths and test-
ing services through non-parametric tests like the χ 2 and 
ANOVA. With respect to four worst-affected countries of 
the world, it was analytically observed that the number of 
cases showed significant variance across all four coun-
tries and depicted acceptance of the null hypothesis under 
95% CI. The non-parametric smoothing spline function 
was employed to capture the nonlinearity and temporal 
behaviour of the considered COVID-19 dataset. The effi-
cacy of the non-parametric smoothing spline model was 
observed by computing the respective R2 values subject 
to different smoothing parameters. The results for ACF 
over the time-series data for the considered dataset were 
illustrated through correlograms for successive time lags. 
Finally, the results for non-parametric kernel-based dis-
tribution models were obtained to characterize the fre-
quency histograms for the datasets of different countries. 

Background studies 

The cases and fatalities associated with COVID-19 have 
exacerbated at a highly alarming rate across the world. In 
this section, different studies employing various predic-
tive disease risk models for determining the spread of 
COVID-19 are examined. Dimri et al.16 performed a 
comparative analysis for predicting the characteristics of 

COVID-19 spread in India. They employed three models, 
viz. susceptible, infected and recovered (SIR) model, ex-
ponential model and a quadratic model for studying the 
epidemiological outbreak of COVID-19. Chimmula and 
Zhang17 employed long short-term memory (LSTM) net-
work to predict the possible trends for COVID-19 cases 
in Canada and a decline in future cases. It was inferred 
from their study that the incidence of the virus witnessed 
a linearly growing trend in the daily new cases, unlike 
many more prominent nations. Tang et al.18 presented a 
transmission risk analysis framework by employing the 
susceptible, exposed, infectious, and recovered (SEIR) 
model19. This is a time-dependent, dynamic transmission 
control model, which can effectively quantify the strateg-
ic evolution of precautionary measures and their impact 
on reducing COVID-19 transmission. Adhikary et al.20 
predicted the outbreak of COVID-19 infection by em-
ploying artificial intelligence (AI) techniques subject to dif-
ferent demographics. They proposed the use of Bayesian 
ridge regressor technique over a wide range of COVID-
19 data for predicting future trends of the infection. 
 Considering the large-scale spread of COVID-19 glob-
ally, several anti-contagion measures like social distancing 
during public interactions, restricting mobility of people, 
avoiding mass gatherings, using face masks or shields, 
etc. have largely shown a positive impact in curbing the 
transmission rate of the virus. The adoption of these poli-
cies by local communities as well as national bodies has 
exceedingly assisted in circumventing the adverse conse-
quences of the virus. Hsiang et al.21 examined the use  
of reduced form econometric models for analysing the 
endogenous behaviour of COVID-19 over six localities. 
The authors assessed empirical impact of the infection 
rate in light of precautionary measures imposed by national 
and state administrations. Robertson22 proposed a Poisson 
regression model for predicting new cases and deaths  
associated with COVID-19. This analysis can also be 
employed for prioritizing high-risk locations and manag-
ing critical clinical requirements. Block et al.23 modelled 
the network of infection spread using a stochastic social 
network framework. They introduced three social-distanc-
ing strategies which assist in flattening the transmission 
curve and at the same time strengthen the communities. 
This model can be fundamentally adopted for stabilizing 
psychosocial behaviour of individuals in a post-lockdown 
world. Liu et al.24 explored the impact of humidity, tem-
perature and migration index on transmission rate of 
COVID-19 in 30 provinces of China. The association bet-
ween virus transmission rate and the above evaluation para-
meters was determined using a nonlinear regression 
analysis. Further, data obtained for different cities per-
taining to confirmed cases of COVID-19 were fitted with 
generalized linear models to achieve a city-specific im-
pact on the number of new cases. Table 1 provides a 
comprehensive account of the works surveyed in this  
article. 
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Table 1. Comparative summary of background studies 

Author(s) Features Model(s) Outcomes 
 

Dimri et al.16 Comparative analysis for predicting the  
characteristics of COVID-19 spread in  
India 

SIR model, exponential model  
and quadratic model 

To contain the spread and  
monitor the rise in trend of 
COVID-19 cases 

Chimmula and Zhang17 Predicted the possible trends for COVID-19 cases 
in Canada and declination in future cases 

LSTM network Forecast the declination point 
of COVID-19 outbreak 

Tang et al.18 Presented a transmission risk analysis  
framework 

SIER model Time-dependent dynamic  
transmission control model 

Adhikary et al.20 Predicted COVID-19 outbreak by employing 
artificial intelligence (AI) techniques  
subject to different demographics 

Bayesian ridge regressor and  
Gaussian ridge regressor 

Predicting future trends of  
infection spread 

Hsiang et al.21 Examined the use of reduced-form  
econometric models for analysing the  
endogenous behaviour of COVID-19  
over six localities 

Econometric models Develop anti-contagion policy 
for averting infection rate 

Robertson22 Proposed a Poisson regression model for  
predicting new cases and deaths  
associated with COVID-19 

Poisson regression model Prioritization of high-risk  
locations and managing  
critical clinical requirements

Block et al.23 Modelled the network of infection spread  
using a stochastic social network  
framework. The authors introduced three  
social-distancing strategies 

Stochastic social network  
model 

Flattening the infection  
transmission curve and  
strengthen communities 

Liu et al.24 Explored the impact of humidity,  
temperature and migration index  
on transmission rate of COVID-19 in  
30 provinces of China 

Nonlinear regression analysis Provide city-specific impact on 
the number of new  
COVID-19 cases 

 
Table 2. Summary of various cases corresponding to four different
  countries 

Country New cases New deaths New tests 
 

USA 5,573,847 174,255 69,576,538 
UK 322,280 41,403 12,076,636 
India 2,905,823 54,849 32,526,364 
Russia 942,106 16,099 33,096,427 
 
 In view of the above studies, here we propose a non-
parametric framework to provide better convergence in 
characterizing large datasets and make predictions-based 
on temporal characteristics of the COVID-19 dataset. Ini-
tially we employ non-parametric tests like χ 2 and ANOVA 
to observe the performance of the distribution models and 
assess the significance of the sample data for the mean 
between them. The non-parametric smoothing spline 
function was employed, which reduces the complexity of 
using high-order polynomials as encountered with other 
conventional regression models and leverages flexible fits 
for the considered COVID-19 dataset. ACF was provided 
pertaining to time-series COVID-19 data over successive 
time lags to understand the temporal behaviour on new 
cases, deaths and tests performed. Further, kernel-based 
density estimation technique was adopted for the charac-
terization of different density histograms. 

Methodology 

Data source 

The dataset was obtained from https://ourworldindataorg/, 
which consists of country-wise COVID-19 dataset. The 

dataset when acquired consisted of temporal data between 
31 December 2019 and 21 August 2020. In this study, we 
have considered datasets for four countries, namely the 
US, the UK, Russia and India. For our analysis, we have 
extracted data between 1 March 2020 and 21 August 
2020. The reason for this is because the cases of COVID-
19 started to become prominent only from March 2020. 
We have considered three fundamental attributes for 
analysis, namely incidence of new cases, new deaths and 
the number of samples tested each day. We further per-
formed extensive statistical analysis on the data to illu-
strate the correlation between these attributes. Table 2 
provides a descriptive summary of the three case types 
for the four different countries considered in this study. 

Proposed framework 

The contributions of this work are multifold and lead to 
efficient characterization of COVID-19 incidence. The 
COVID-19 dataset collected from public repositories has 
been selectively analysed for specifically four countries 
across the world. The dataset has been tested for its sta-
tistical significance using non-parametric statistical tests 
such as the χ 2 and ANOVA. A detailed description of the 
test hypothesis and respective test statistics are presented 
in later sections. Here, the hypothesis corresponding to 
ANOVA is accepted for our assumption that the number 
of cases corresponding to each country is independent. 
We then incorporate the smoothing spline function for 
analysing the observations corresponding to different 
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Table 3. ANOVA table for classification 

Source of variance Sum of squares d.f. Mean square Variance ratio 
 

Between countries Q1 = 6.9E + 18 h – 1 = 3 2.3E + 17 5.5E + 18/2.3E + 17 = 2.42 
Within countries Q2 = 4.4E + 19 N – h = 8 5.5E + 18 – 

 
 
 
 The degrees of freedom between countries is defined as 
the number of countries subtracted by 1 (i.e. γ1 = h –1 = 
4 – 1 = 3). Similarly, the degrees of freedom within coun-
tries is defined as the number of variates subtracted from 
the number of countries (i.e. γ2 = N – h = 12 – 4 = 8). The 
F tabulated value corresponding to the degrees of free-
dom (γ1 = 3, γ2 = 8), under 95% CI is obtained as F0.05 
(γ1 = 3, γ2 = 8) = 8.84, which is greater than the calculated 
F-value = 2.42 (Table 3). Hence, the null hypothesis is 
accepted, indicating that the number of cases varies signi-
ficantly with respect to individual countries. 

Non-parametric smoothing spline model 

The data used for predicting the actual trend pertaining to 
various cases such as new cases, new deaths and new 
tests are noisy and aperiodic. Therefore, the conventional 
trend analysis models are driven by many parameters to 
capture the nonlinearity pattern in the data. It is also a 
promising challenge to estimate the fitting parameters  
or perfect weights of the model using real datasets29.  
This article uses non-parametric smoothing spline fitting 
approach to capture the temporal behaviour of the 
COVID-19 data. Here, the model only depends on the 
smoothing parameter α, which establishes a smooth line 
between the two intervals of a dataset. 
 Let (xi, yi), i = 0(1)n – 1 be the n set of data points. A 
smoothing cubic spline S(x), which satisfies the following 
conditions is used 
 
• S(xi) = yi, i = 0(1)n – 1. 
• S(x), S′(x) and S″′(x) are continuous at defined inter-

vals. 
• S(x) is a cubic polynomial over each defined interval. 
 
The smoothing spline minimizes the following expression 
 

 2 2 2( , ) [ ( )] (1 ) ( ) d ,i i i i
i

L w w y s x s xα α α= − + − ∇∑ ∫  (5) 

 
where ∇2 = d2/dx2 is a second-order differential operator. 
 The value of the smoothing parameter lies between 
0 ≤ α ≤ 1. If α = 0, the smoothing splines produce least-
square straight line, whereas for α = 1, it acts as a cubic 
interpolant. The optimal range of α is defined at the near 
of order (1 + h3/6)–1, where h is the average spacing bet-
ween the two consecutive data points. 

Autocorrelation function 

ACF provides a measure of stochastic process memory 
which can be used to evaluate the correlation between 
certain variables over specific time lags30–32. Autocorrela-
tion provides the degree of randomness and fluctuation in 
a spatio-temporal dataset with respect to its past memory 
lag-l. The autocorrelation structure helps select proper 
models corresponding to different datasets and it satisfies 
the bias-variance trade-off (i.e. type-I error rate (falsely 
accepting) and type-II error rate (true rejecting))33,34. 
 Let Ct represent stochastic time series for the number 
of new cases, new deaths or new tests for the COVID-19 
scenario. It is important to define the dependence bet-
ween Ct and Ct−l, where l is the time lag of the time-series 
data. The correlation coefficient between Ct and its lag 
series Ct−l is called autocorrelation. It is defined as fol-
lows 
 

 t t

t t

cov( , )
.

var( ) var( )
l

l
l

C C
C C

ρ −

−
=  (6) 

 
For l = 0, ρ0 = 1 and ρl = ρ–l. The value of ρl lies between 
–1 and 1. Autocorrelation plays an important role for 
evaluation of the power spectrum of the time-series, i.e. 
for calculation of the frequency content of the time series. 
In the present COVID-19 scenario, the number of new 
cases, new deaths or new tests intrinsically depends on 
the past few days. Therefore, ρl converges to zero for 
large l, indicating that the dependency of Ct diminishes 
for past long memories of time series. 

Non-parametric kernel estimation 

As the data used for analysis of the dynamics of COVID-
19 are highly unsystematic and unpredictable, they are 
not well characterized and captured by the popular con-
ventional probability density functions35–37. However, a 
kernel-based non-parametric distribution can characterize 
and explain such data, where the estimation of parameters 
for the known probability distribution cannot be properly 
done. A kernel-based non-parametric distribution has 
more advantage over complicated and complex mixture 
distributions whose parameter estimations are quite im-
possible through the method of moment matching and 
log-likelihood estimation procedures. The kernel density 
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over the cases from an unknown distribution with n sam-
ple points is defined as 
 

 
1

1ˆ ( ) ,
n

i
h

i

c c
f c K

nh h=

−⎛ ⎞= ⎜ ⎟
⎝ ⎠∑  (7) 

 
where K(.) is the kernel smoothing function of band-
width size h. The kernel K(.) satisfies conditions such as 
 

 1 10 and d 1.i ic c c c
K K c

h h h h
− −⎛ ⎞ ⎛ ⎞≥ =⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠∫  (8) 

 
The average of smoothing kernel K(.) function helps define 
a new probability density function as ˆ ( ).hf c  This article 
uses two well-known kernel types, Gaussian and Epa-
nechnikov, to describe the characteristics of the data. The 
Gaussian kernel is defined as follows 
 

 
2((1/ 2)( / ) )1( ) e .

2
c h

hK c
h π

−=  (9) 

 
The Epanechnikov kernel is defined as follows 
 

 
23( ) 1 1 ,

4h
c cK c I

h h h

⎛ ⎞ ⎛ ⎞⎛ ⎞= − ≤⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
 (10) 

 
where I(x) is an indicator function such that I(x) = 1 for 
|x| ≤ 1 and I(x) = 0 otherwise. Following Tasy38, the  
optimal bandwidth ˆ( )h  for the non-parametric kernel 
density models which provide proper trade-off between 
overfitting and underfitting is defined as 
 

 
(1/ 5)

(1/5)
1.06 for the Gaussian kernelˆ
2.34 for the Epanechnikov kernel,

sh
s
τ
τ

−

−
⎧

= ⎨
⎩

 (11) 

 
where s and τ are standard error of the sample and sample 
size respectively. 

Results and discussion 

The acquired data were pre-processed employing column 
average method to substitute the missing values in them39. 
This is essential as most models do not support missing 
values and hence cause difficulty in convergence. We 
first deal with the results obtained for smoothing spline 
fit over the COVID-19 data considered in this study along 
with the respective smoothing parameters (P) and R2 val-
ues for each country. Then the results for autocorrelation 
analysis are obtained and correlation between the obser-
vations is discussed. Finally, the empirical datasets for all 
four countries are fitted with a non-parametric kernel 
density model for Gaussian and Epanechnikov kernels to 

provide a characterization of statistical distribution of the 
new cases, new deaths and number of samples tested per 
day. 

Non-parametric smoothing spline 

The non-parametric smoothing spline model is a widely 
used technique for handling nonlinear observations. In 
Figure 2 a, the smoothing spline fit for new COVID-19 
cases in the US are presented. The smoothing parameter 
(P) here is considered as 0.9000, whereas the R2 value is 
given as 0.9995 and the adjusted R2 value is 0.9987. The 
goodness-of-fit pertaining to this model is indicated by 
high R2 values, where R2 value closer to 1 indicates very 
low difference between the fitted value and observable 
data points. Figure 2 b gives the smoothing spline fit for 
new COVID-19 deaths reported each day within the con-
sidered time stamp. Here, the R2 value is found to be 
0.9588 and the adjusted R2 value is 0.8974 for smoothing 
parameter P = 0.9000. Figure 2 c shows smoothing spline 
fit over the new samples tested per day. The R2 value is 
observed to be 0.9930 and the adjusted R2 value is obtained 
as 0.9825 for P = 0.9000. Table 4 provides a detailed 
summary of the statistics. 
 Figure 2 d provides a smoothing spline fitted over the 
daily new cases reported in the UK. The R2 value is  
observed to be 0.9904, whereas the adjusted R2 value is 
obtained as 0.9761 with smoothing parameter P = 0.9000. 
In Figure 2 e, the death cases per day in the UK fitted 
with smoothing spline model for the considered time inter-
val are reported. Here, the R2 value is obtained as 0.9624 
and the adjusted R2 value is 0.9063 for P = 0.9000. Figure 
2 f provides the COVID-19 samples tested per day with 
the fitted smoothing spline for R2 = 0.9919 and adjusted 
R2 = 0.9797. 
 Figure 2 g shows the new COVID-19 cases reported 
per day in India along with the fitted smoothing spline 
model. The model obtains R2 value of 0.9908 and adjusted 
R2 value 0.9772 with smoothing parameter P = 0.9000. 
 
 

Table 4. Summary for goodness of fit 

Country Details R2 P 
 

USA New cases 0.9995 0.9000 
 New deaths 0.9588 0.9000 
  New tests 0.9930 0.9000 
UK New cases 0.9904 0.9000 
 New deaths 0.9624 0.9000 
 New tests 0.9919 0.9000 
India New cases 0.9908 0.9000 
 New deaths 0.9339 0.9000 
  New tests 0.9918 0.9000 
Russia New cases 0.9956 0.9000 
 New deaths 0.9746 0.9000 
  New tests 0.9956 0.9000 
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Figure 2. a–c, Smoothing spline fitting over the US. a, New cases; b, new deaths; c, new tests. d–f, Smoothing spline fitting over the 
UK. d, New cases; e, new deaths; f, new tests. g–i, Smoothing spline fitting over India. g, New cases, h, new deaths; i, new tests. j–l, 
Smoothing spline fitting over Russia. j, New cases; k, new deaths; l, new tests. 

 
Figure 2 h shows the smoothing spline fitted with new 
death cases reported in a day. The R2 and adjusted R2 val-
ues are obtained as 0.9339 and 0.8352 respectively for 
the same P value. In Figure 2 i, data for new COVID-19 
samples tested in a day in India are fitted with the 
smoothing spline model. For P = 0.9000, the R2 value is 
obtained as 0.9918 and the adjusted R2 value was 0.9795. 
 In Figure 2 j, the new COVID-19 cases observed per 
day in Russia are fitted with the smoothing spline model. 
The R2 value here is observed to be 0.9956, whereas the 
adjusted R2 value is 0.9891 for smoothing parameter 
P = 0.9000. As observed from Figure 2 k, the R2 value for 
new death cases reported in a day fitted with the smooth-

ing spline model is 0.9746 and the adjusted R2 value is 
0.9367 for the same P value. In Figure 2 l, data for new 
samples tested in a day for the specified time interval fit-
ted with the smoothing spline model are provided. Here, 
the R2 value is observed to be 0.9956 and adjusted R2 
value is 0.9891 for the same P value. 

Autocorrelation function analysis 

ACF analysis provides the characterization of future 
events in compliance with the past events. Hence, it is 
empirically observed that ACF exhibits some memory 
behaviour with respect to time series. This tends to 
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Figure 3. a, Autocorrelation function (ACF) of the US dataset corresponding to new cases, new deaths and new tests. b, ACF of the UK dataset 
corresponding to new cases, new deaths and new tests. c, ACF of India dataset corresponding to new cases, new deaths and new tests. d, ACF of 
Russia dataset corresponding to new cases, new deaths and new tests. 
 
 
 
influence future predictions in terms of the previously 
made observations in an observation space. Figure 3 a 
shows the observations made from ACF pertaining to the 
three attributes considered in this study, viz. new 
COVID-19 cases, newly reported deaths, and new sam-
ples tested each day for the US. It can be observed that the 
new cases obtain high correlation at lags 0, 1, 2, 4, 6 and 
8, thereby indicating positive autocorrelation. In the case 
of newly reported deaths, high correlation is observed at 
lags from 0 to 6. Further, for the new COVID-19 samples 
tested, high correlation is observed at lags 0 to 8. 
 The correlograms in Figure 3 b refer to the newly re-
ported cases, deaths and samples tested for COVID-19 in 
the UK for ACF analysis. For the new cases, there is high 
correlation at lags from 0 to 6. For new deaths, it can be 

observed from the respective correlogram that there is 
high correlation for lags 0, 1, 3, 4 and 6. Finally, for  
the ACF analysis performed upon the new tests, the func-
tion is observed to obtain high correlation at lags from 0 
to 7. 
 Figure 3 c provides the correlograms obtained for ACF 
analysis on new cases, deaths and new samples tested in 
India for COVID-19. The ACF for new cases in India 
shows high correlation at lags 0 to 4. The ACF for new 
deaths shows high correlation at lags 0 to 6. Lastly, the 
ACF analysis for new samples tested in India shows high 
correlation at lags 0 to 5. 
 In Figure 3 d, the correlograms for Russia are provided 
corresponding to new cases, new deaths, and new samples 
tested for the ACF analysis. Here, the ACF for new cases 
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Figure 4. a–c, Density estimation of the US data using Gaussian and Epanechnikov kernels. a, New cases; b, new deaths; c, new tests. d–f, Density  
estimation of the UK data using Gaussian and Epanechnikov kernels. d, New cases; e, new deaths; f, new tests. g–i, Density estimation of India  
data using Gaussian and Epanechnikov kernels. g, New cases; h, new deaths; i, new tests. j–l, Density estimation of Russia data using Gaussian and 
Epanechnikov kernels. j, New cases; k, new deaths; l, new tests. 
 

 
shows high correlation at lags 0 to 5. However, in of case 
of new deaths, there is high correlation at lags 0, 1 and 7. 
The ACF for new samples tested shows high correlation 
at lags 0, 1, 2 and 6. 

Non-parametric kernel density estimation 

The non-parametric kernel density estimation model is a 
well-known statistical model which considers finitely 
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sampled data to draw statistical inference over a popula-
tion. For our analysis, we have considered two kernel 
types, i.e. Gaussian and Epanechnikov kernels, which are 
fitted over the data acquired for the four countries. Figure 
4 a provides the density estimation over the new cases of 
COVID-19 in the US for both kernel types. Figure 4 b 
presents the density analysis of new death cases in the US 
corresponding to kernel density model. Further, the den-
sity of new samples tested is characterized by employing 
the non-parametric kernel density model as shown in 
Figure 4 c. 
 The distribution of new COVID-19 cases in the UK is 
characterized using the kernel density estimate for Gaussian 
and Epanechnikov kernels. Figure 4 d shows correspond-
ing distribution plot along with the fitted data. Figure 4 e 
shows data corresponding to new deaths reported per day 
along with the fitted non-parametric kernel density mod-
el. Lastly, as shown in Figure 4 f, the distribution of new 
tests is fitted with the kernel density model. 
 Figure 4 g provides the distribution of new incidence 
of COVID-19 in India along with the kernel density mod-
el for the Gaussian and Epanechnikov kernel types. In  
Figure 4 h, the distribution of samples for new deaths re-
ported in India are presented, where the kernel density 
model is fitted over the sample data for the above-
mentioned kernel types. Figure 4 i presents the density of 
new samples tested in a day over the specified time  
period along with the kernel density model. This provides 
precise knowledge to the health authorities and policy 
makers to understand the underlying distribution pattern 
of the data points. Hence such characterization is crucial 
for understanding the statistical behaviour of epidemio-
logical data. 
 The distribution of data corresponding to new cases, 
new deaths and new tests carried out on samples of pa-
tients in Russia are shown in Figure 4 j–l respectively. 
Figure 4 j presents the kernel density model fitted over 
sample distribution for Gaussian and Epanechnikov kernel 
types representing the number of new cases. Figure 4 k 
represents the density of new deaths characterized by 
kernel density model for the above kernel types. Figure 
4 l shows the distribution of new COVID-19 samples 
tested, which is fitted with the non-parametric kernel 
density model. The article uses weighted average kernel 
methods to fit the PDFs of the corresponding non-para-
metric kernel-based models, where the centre of each his-
togram bin provides more weight to points close to the 
bin at the centre and less weight to points far away from 
the bin of the centre. Therefore, the model may not capture 
the catastrophic (i.e. extreme outlier) events in the consi-
dered dataset38. 

Conclusion and future work 

The incidence of COVID-19 across the world has caused 
a global health emergency. This has critically impacted 

the public health sector as well as the economic and  
societal growth of several countries. Thus, it has become 
inevitable to manage the transmission of the COVID-19 
virus and impose stringent control policies like effective 
contact tracing and increasing number of testing facilities 
across the world. This article proposes a non-parametric 
framework for precise characterization of the epidemio-
logical dynamics of COVID-19 and analysing its correla-
tion with other crucial factors such as sample testing 
facilities, influence on the number of daily confirmed 
cases, mortality rate, etc. We considered the impact of 
COVID-19 and its associated factors on four countries, 
namely the US, the UK, India and Russia. Non-parametric 
statistical tests such as the χ 2 and ANOVA were per-
formed to analyse the dependency of individual countries 
with the incidence of COVID-19 cases. It was observed 
that the ANOVA test accepted the null hypothesis with a 
confidence level of 95%, thereby indicating that our as-
sumptions hold true. Further, non-parametric smoothing 
spline approach was implemented for robustly inferring 
the highly nonlinear behaviour of the sample data. The 
respective R2 and adjusted R2 values were presented for 
each country pertaining to different cases. ACF analysis 
was performed to obtain the correlation for each country 
for specific time lags. Finally, the non-parametric kernel 
density estimate for two kernel types, viz. Gaussian and 
Epanechnikov kernels was incorporated to characterize 
the underlying distribution for the sample data. Hence, 
the observations made in this study lead towards the  
development of a highly efficient prediction system which 
can be used to observe the variability in future trends of 
the COVID-19 pandemic. 
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