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In this study, shallow water equations with source terms 
were numerically solved using the smoothed particle 
hydrodynamics (SPH) method. The proposed model can 
incorporate the inflow and outflow boundaries. In addi-
tion, bed discontinuity was modelled using the fluid parti-
cles without any extra bed particles. Artificial viscosity 
to smoothen the numerical oscillations in the water sur-
face profile was considered. The sensitivity and con-
vergence analyses were used to determine the optimal 
model parameters. Seven different kinds of open channel 
flow in prismatic channels were simulated to demon-
strate the model’s capabilities. The numerical accuracy 
was quantified in terms of L2 error norm. Comparison 
with earlier results shows that the SPH model can be used 
to compute steady and unsteady open channel flows with 
or without bed discontinuity. 
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TRADITIONALLY, open channel flows have been described 
by shallow water equations (SWEs), and varieties of such 
flows have been simulated using Eulerian-based models1,2. 
Some numerical models based on the Lagrangian approach 
have also been reported in the literature3. In the present 
study, a Lagrangian approach – smoothed particle hydro-
dynamics (SPH) – is employed to explore its capability to 
simulate open-channel flows using SWEs. 
 The SPH method is a Lagrangian and mesh-free method 
in which fluid elements are represented by particles that 
carry flow quantities such as mass, depth and velocity4. The 
motion of such particles is obtained by simulation of the 
advection of such fluid elements using kernels without the 
underlying mesh. The free surface does not require any 
specific treatment in SPH, and being a Lagrangian formula-
tion, the mass is conserved. Excellent reviews of the SPH 
method are available in the literature5–8. A brief literature 
review on the simulation of open channel flows using the 
SPH method is presented here. 
 Monaghan9 applied the SPH method to simulate several 
free surface problems such as the evolution of drop, dam 
break flow, formation of bore, etc. Swegle et al.10 perfor-
med a stability analysis of the SPH method. Morris et al.11 

applied the SPH method to laminar incompressible flows. 
Bonet and Lok12 studied the variational and momentum 
preservation aspects of the SPH formulation. Cummins 
and Rudman13 introduced the incompressible SPH (ISPH) 
method to obtain better pressure distribution. Wang and 
Shen4 studied one-dimensional inviscid dam break flows on 
a wet bed using the SPH model for SWEs. Inutsuka14 intro-
duced Riemann solver for the SPH method. Cha and Whit-
worth15 presented a new formulation of SPH called the 
GPH (Godunov-type particle hydrodynamics). Rodriguez-
Paz and Bonet16 derived a corrected SPH formulation for 
SWEs from the variational formulation and studied idealized 
dam break flows. Hu and Adams17 developed the multi-phase 
SPH method for incompressible flows. Grenier et al.18 
used the Hamiltonian approach to study open channel flows. 
De-Leffe et al.19 used an anisotropic kernel with variable 
smoothing length and presented a different scheme based on 
the Riemann approach for shallow water coastal flows20. 
Chang et al.21, and Kao and Chang22 studied dam-break 
flows in realistic open channels using SWEs with the SPH 
formulation. Vacondio et al.23 proposed a particle-splitting 
procedure to overcome the issue of poor resolution at small 
depths. They provided an enhanced formulation for shock 
capture and presented test cases with open boundaries24. 
Meister et al.25 performed a Reynolds number sensitivity 
analysis of the SPH method for open channel flows. Voileau 
and Leroy studied the optimal time stepping in the ISPH 
method. Violeau and Rogers8 reviewed the SPH method 
for free-surface flow problems. Sun et al.26 improved the 
performance of the SPH method using a simple procedure 
and named it as δ plus-SPH model. Chang et al.27 developed 
the 1D–2D coupled SPH-SWE model for open channel flow 
simulations in complicated geometries. Gu et al.28 simu-
lated the hydraulic jump on corrugated river channel beds 
using the SPH methodology. Hsu et al.29,30 used the SPH 
model to simulate moving wet/dry fronts. Recently, Chang 
et al.31 have presented a well-balanced SPH methodology 
for shallow water flows in open channels. 
 In the present study, a one-dimensional numerical model 
has been developed in the SPH framework for SWEs to 
simulate open channel flows in prismatic channels. The 
SWEs are solved using the SPH formulation4. Note that 
the source term in the SWEs is considered in the present 
model to account for channel-bed variation, whereas it 
was not considered by Wang and Shen4. The source term 
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was computed using the SPH formulation of Vacondio et 
al.24 who used it taking into account extra bed particles. 
However, no extra bed particles were included in the present 
formulation to reduce the computational cost. The flow 
properties and channel-bed bathymetry were obtained using 
a single type of particle, considering both fluid and channel-
bed properties at a single particle location. In this study, a 
standard force approach to solving the SWEs by treating 
the water depth equivalent to density was followed. Water 
elevation was calculated in the simulation, and water depth 
was obtained by subtracting the bed bathymetry. The mo-
mentum of fluid particles was obtained with the existing 
forces rather than kinetic and potential energies, which 
have been used in the variational approach of Vacondio et 
al.24. Seven different open channel flows were simulated 
to demonstrate the applicability of the present model. 

SPH formulation for SWE 

SWEs in the non-conservative form can be written as 
 

 0,Dh h
Dt

+ ∇ ⋅ =u  (1) 

 
and 
 

 0 f( ),D h S S
Dt

+ ∇ = −
u g g  (2) 

 
where h, u and g represents water depth, velocity and accel-
eration due to gravity respectively. S0 and Sf are bed and 
friction slope respectively, and D/Dt is the total derivative. 
 Using the SPH methodology, we can write the continuity 
and momentum equations of SWEs as4 
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where i and j are the indices, N the total number of neigh-
bouring particles. V the volume of the particles, W the ker-
nel function, r position of the particles and l corresponds 
to the support length. Mathematical operator ∇ represents 
the gradient of the function. 
 Also, the particle masses are conserved as SPH follows 
the Lagrangian kinematic approach. Thus, the continuity 
equation is implicitly satisfied. Therefore, water depth h 
can also be estimated using an SPH approximation. 
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In this study, eqs (4) and (5) are used to simulate the flow 
field. 

Kernel function 

The kernel function must satisfy the symmetric and anti-
symmetric gradient property. The following cubic spline 
function (eq. (6)) is used as the kernel function. 
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where q = ||ri – rj||/l.  
 Note that the cubic spline function is accurate and effi-
cient compared to other kernel functions3. In addition, it has 
a compact searching domain. 

Artificial viscosity 

Artificial viscosity is used to control the oscillations due 
to numerical solution9. 
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where α and β are constants, ijc  the average sound speed 
associated with particles i and j, and ( )ij i jlµ − ⋅= u u  

2 2( )/( ).( )i j i j ε− − +r r r r  The term involving α introduces 
shear and bulk viscosity, while and the term involving β 
handles the shock. In this study, the parameters α and β 
were taken as 2 and 0 respectively. 
 Using this damping term, the SPH shallow water momen-
tum equation becomes 
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Source term 

The source term in eq. (8) is modelled as given by eqs (9) 
and (10) below23,24,32. The channel bathymetry and slope 
can be approximated by eqs (9) and (10) respectively. The 
friction slope term can be calculated using the flow proper-
ties of the fluid particles using eq. (11) below. 
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where n is the Manning’s coefficient, and b and Z represent 
the elevation of particles and channel bottom respectively. 

Support length 

The accuracy of the numerical simulation using the SPH 
method depends on the choice of the kernel function and 
its support length. If the support length is too small, there 
may not be enough particles in the support domain, resulting 
in lower accuracy. If the support length is too large, the 
sharp features of the solution may be smoothed out. In this 
study, the optimum value of support length was chosen by 
sensitivity analysis for the kernel used. 
 Also, in the SPH methodology, each particle has its own 
support length, which can vary in space and time according 
to eq. (12). 
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where l0 and h0 are the initial support length and water 
depth respectively. The domain of influence can be determi-
ned by eq. (12). 

Boundary conditions 

The SPH particles do not remain at a fixed position due to 
their Lagrangian behaviour. Two types of boundary parti-
cles have been used in this study: (1) the virtual or ghost 
particles33 and (2) the inflow–outflow particles34. Note 
that the boundary particles affect the fluid particles, while 
the fluid particles do not affect the boundary particles. 
 For a solid wall boundary, the boundary particles were 
added outside the boundary up to a distance equal to the 
support radius of the fluid particles. The positions of these 
boundary particles were kept fixed, and they were used only 
 
 

 
 

Figure 1. Boundary particles: (a) ghost boundary particles and (b) inflow/ 
outflow boundary particles. 

in the summation for particle approximation (Figure 1).  
For free-slip boundary condition, the value of the tangential 
component of velocity of a virtual particle was taken 
equal to that of the nearest fluid particle, and the normal 
component of velocity was taken opposite to that of the 
nearest fluid particle. Other associated properties of these 
boundary particles were taken as equal to the magnitude 
of the same property of the nearest fluid particle. In case 
of a no-slip boundary condition, both normal and tangential 
components of velocity were taken opposite/negative to that 
of the nearest fluid particle. 
 For the inflow and outflow conditions, two sets of boun-
dary particles were used, one at the inlet and the other at 
the outlet of the flow domain. The flow moved along the 
longitudinal axis and was restricted by the inlet and outlet 
boundaries. The particles located between the inlet point 
and inlet threshold were treated as inflow particles. Similarly, 
the particles between the outflow threshold and outlet point 
were treated as outflow particles. An inflow particle that 
crosses the inlet threshold becomes a fluid particle. At the 
same time, a new inflow particle is generated at the inflow 
region to replace the exited particle. Similarly, a fluid particle 
that passes the outlet threshold becomes an outflow particle. 
Any outflow particle that crosses the outlet is deleted. Us-
ing these boundary particles, velocity and depth can be im-
posed at the inlet and/or outlet. 

Time integration 

An explicit leap-frog time discretization technique has been 
used to integrate particle position and velocity with time. 
In this scheme, the velocity and position of a particle i can 
be obtained as follows 
 
 1 1/2Δ ,i i i t− −= +r r u  (13) 
 
 ( ),i iF= ra  (14) 

 
 1/2 1/2 Δ ,i i i t+ −= +u u a  (15) 
 
where ∆t is the time step and a is the acceleration. 
 The time step should satisfy the Courant–Friedrichs–
Lewy (CFL) stability condition to keep the simulation stable 
even in the presence of shock waves24. Therefore, the time 
step ∆t was computed using CFL stability condition which 
depends on the support length l and sound speed c. 
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In this study, all computations have been performed using 
Intel core i7 processor with 3.07 GHz speed and 16 GB 
installed RAM. 
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Sensitivity analysis 

The SPH technique involves three important parameters, 
i.e. initial particle number, kernel function and support radius 
in its formulation. To determine the appropriate number of 
initial particles, suitable kernel function and optimal support 
radius sensitivity and convergence analysis was performed 
considering the one-dimensional rectangular frictionless 
rigid bed dam break flow problem with wet bed condition. 
The obtained numerical results were compared with the ana-
lytical solution35 and quantified in terms of L2 error norm24 
as deviation from the analytical solution, and have been 
reported elsewhere. From the results of the sensitivity analy-
sis, the values of the parameters were fixed for the numer-
ical experiments. The initial number of particles was also 
analysed for convergence study. For the flow variable φ, 
the L2 error norm is defined as 
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where φi and e

iφ  are the numerical and exact solution for 
the ith particle respectively, and N

iφ  represents the normali-
zation factor. For water depth, N e

i ihφ =  and for velocity, 
N e
i ighφ =  are taken to calculate the L2 error norm. 

 From the sensitivity and convergence analysis, it was 
found that the number of initial particles should be such 
that the minimum spacing between them is 0.025 m for prob-
lems without bed discontinuity and 0.01 m for problems with 
bed discontinuity, and the support radius is two times the 
initial particle spacing for better accuracy and efficiency. The 
cubic spline function was found to be accurate and efficient. 
 
 

Table 1. Initial number of particles for test problems 

Problem Number of particles 
 

Dam break flow on a dry bed  674 
Dam break flow on a wet bed 8000 
Dam break flow over a step 2000 
Steady flow over a step 2000 
Flow over a parabolic hump  400 
Hydraulic jump  400 
Flow in a Parshall flume  890 

 
 

Table 2. Computational time for unsteady flow problems 

Problem Simulation time (sec) 
 

Dam break flow on a dry bed 0.5  1.0  1.5  2.0 
 11.14 20.76 30.05 39.08 
Dam break flow on a wet bed 6.0 – – – 
Initial depth ratio: 0.1 142.63 – – – 
Initial depth ratio: 0.25 129.05 – – – 
Initial depth ratio: 0.5 120.12 – – – 
Dam break flow over a step 1.0 – – – 
 40.94 – – – 

Numerical applications 

The present SPH model was applied to simulate open chan-
nel flow problems to demonstrate its capability. Both steady 
and unsteady flow problems were considered. Various in-
formation available at the boundary location cannot be 
transferred to the fluid using a single type of boundary 
condition. Therefore, two different approaches were em-
ployed to impose the boundary conditions. The ghost or vir-
tual boundary particles were used as boundary conditions in 
unsteady flow problems. The inflow and outflow boundary 
particles were used in steady flow boundaries. Table 1 
shows the initial particle numbers used in the simulations. 
The variations in the initial number of particles for different 
problem cases are due to the acceptable level of accuracy 
in the obtained results. Moreover, the problems with discon-
tinuity in channel bed and complex geometry also require 
a larger number of initial particles. Table 2 shows the compu-
tational time for unsteady flow problems. 

Dam break flow on a dry bed 

Simulations for conditions used by LaRocque et al.36 were 
performed for dam-break flow analysis on the dry bed down-
stream. The channel considered was a rectangular, friction-
less, rigid bed channel. The total length of the channel was 
7.3 m and the dam was located at 3.37 m distance from 
the furthest upstream reservoir. The initial depth of water 
in the reservoir was 0.25 m before the breaking of the dam. 
The water surface profiles in Figure 2 indicate that the 
present simulations are comparable to earlier experimental36 
and analytical37,38 results. As a measure of difference from 
the available solution, the L2 error norm for water surface 
profiles for the simulation was also obtained; the maxi-
mum values were 0.0982 and 0.158 for the analytical and  
 
 

 
 

Figure 2. Dam break flow on dry bed. 
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experimental results, respectively. The positive surge front 
was under-predicted. This may be attributed to the friction-
less assumption of the channel bed in the simulations. 

Dam break flow on a wet bed 

Simulation for the wet downstream dam break flow was done 
for t = 6 sec after the breaking of the dam, and it was assu-
med that the dam breaks instantaneously at t = 0 sec. The 
channel considered for this test case was a rectangular, 
smooth channel of length 200 m; and the dam section was 
located in the middle of the channel prior to the dam break. 
 Three different initial depth ratios (i.e. hd/hu) 0.1, 0.25 
and 0.5 were considered. hu = 10 m for all the cases. The 
obtained results from simulations for water surface profiles 
along with the analytical solution in Figure 3 show that 
the surge waves travelling both upstream and downstream 
are similar to the analytical solution35. 
 In the dam break flow, the entire flow field of the channel 
remains subcritical when the initial water depth ratio is 
greater than 0.138; while the flow field downstream of the 
dam remains supercritical and upstream remains subcritical 
for the initial water depth ratio lower than 0.138 (ref. 21), 
which has been verified in present simulations. 
 The maximum L2 error norm for water surface profiles 
in this test case was found to be 0.038. 
 
 

 
 

Figure 3. Dam break flow on a wet bed. 
 
 

 
 

Figure 4. Geometry and initial configuration of dam break flow over a 
step. 

Dam break flow over a step 

This test problem involves both bottom and free surface 
discontinuities as initial conditions (Figure 4). Thus, the 
source terms need to be discretized accurately32. A rectangu-
lar channel with a smooth rigid bed has been considered. 
The channel bed configuration was taken as b = 0 m for 
x < 10 m and b = 1 m for x ≥ 10 m. All the particles were 
at rest when the dam broke instantaneously at t = 0 sec. The 
obtained results for the surface profile closely agreed with 
the analytical solution (Figure 5). However, there was a small 
discrepancy near the sharp discontinuity across the step. 
The movement of positive and negative surge waves has 
been well captured by the model. The flow characteristics 
were found to be subcritical in the entire channel section. 
The L2 error norm statistics between the simulated and ana-
lytic surface profiles were equal to 0.219, and the overall 
accuracy of the simulated results was acceptable. 

Steady flow over a step 

This test case was chosen to predict the model’s capability 
in capturing the surface and velocity profiles in case of 
steady flows. The channel configuration for this test was 
similar to the above problem. The total length of the channel 
was 20 m and the discontinuity in the bed was located at 
the middle of the channel. In the simulation, constant dis-
charge, Q = 4.821 m3/sec was provided at the inlet boundary 
by imposing a constant water depth equal to 3.4 m and a 
constant velocity equal to 1.419 m/sec. At the outlet, a water 
depth equal to 3.27 m was imposed. Comparison between 
the present results and available solution32 indicates that 
they are in close agreement, except for water surface eleva-
tion across the step (Figure 6). The obtained L2 error norm 
 
 

 
 

Figure 5. Dam break flow over a step at t = 1 s. 
 
 

 
 

Figure 6. Steady state flow over a step. 
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statistics for the overall prediction of the surface profile 
was 0.19 and was found to be satisfactory. 

Flow over a parabolic hump 

Steady flow over a hump has been studied by many research-
ers to verify their numerical models24,39, as the analytical 
solution is available for these tests. A rectangular, rigid bed 
smooth channel was used. The profile of the hump is charac-
terized by 
 

 

2

0
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( ) 4
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xb x
b x
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where x represents the distance along the channel and b0 = 
0.2 m. 
 The flow over the channel can be subcritical, transcritical 
or supercritical depending on the inflow and outflow boun-
dary conditions. Therefore, a total of three sub-cases were 
simulated by imposing different inflow and outflow boun-
dary conditions. Table 3 shows the type of flow obtained 
in the simulation and imposed boundary conditions for all 
three sub-cases. Boundary condition was imposed by the 
inflow–outflow boundary particles34. Figure 7 shows the 
simulated water surface profiles for the three sub-cases at 
a steady state along the channel. The obtained results for 
sub-cases 1 and 3 are in good agreement with the analytical 
 
 
Table 3. Imposed boundary conditions for flow over a parabolic hump 

 
Case 

 
Flow 

Upstream boundary  
conditions (m/sec) 

Downstream boundary  
conditions (m) 

 

I Supercritical 4.000 0.10 
II Transcritical 0.435 0.33 
III Transcritical 0.435 0.10 

 
 

 
 

Figure 7. Flow over a parabolic hump. 

solution. However, small discrepancies are present near  
the shock in the simulated results of sub-case 2. Similar re-
sults have also been reported by Vacondio et al.24. The ob-
tained maximum L2 error norm statistics of 0.049 for the 
same justifies the numerical accuracy of the simulated re-
sults of the present numerical model. 

Hydraulic jump 

Simulations were performed for inflow Froude numbers (Fr1) 
ranging from 2.3 to 7.0, and the obtained results were 
compared with the experimental results of Gharangik and 
Chaudhry40. In the simulations, constant discharge was main-
tained at the upstream inflow boundary and a constant water 
depth was enforced at the outlet. The initial conditions 
used by Gharangik and Chaudhry40 were also used in our 
simulations. 
 Figure 8 shows simulated hydraulic jump profiles for 
four different Fr1 values. The jump is characterized by a 
rise in water surface elevation. The discontinuity between 
the inflow and outflow velocities in the supercritical and 
subcritical regimes generates shock waves that propagate 
downstream. Initially, the wavefronts move downstream for 
a small time interval. Thereafter, they move upstream for the 
remaining simulation time. Due to the one-dimensional 
formulation and smoothing effect of the SPH method, the 
present model is unable to capture the rollers. However, 
the oscillating characteristics of the fronts are captured by 
the model. The jump profile was better simulated at lower 
than higher Froude numbers. The obtained maximum L2 
error norm statistics of 0.178 for this study show that the 
behaviour of the hydraulic jump is well represented by the 
SPH model. 

Flow in a Parshall flume 

A simulation was performed for the study case conducted 
at the University of Windsor (Ontario, USA) in a Parshall  
flume41 (Figure 9). Discharge, Q = 0.0145 m3/sec was main-
tained at the inlet boundary at all times. 
 Figure 10 shows the simulated results of the present 
SPH model for transcritical flow in the Parshall flume. The 
cross-channel averaged experimental and numerically pre-
dicted flow surface profiles along the centreline of the flume  
were compared. The model did not capture the flow tran-
sition from subcritical to supercritical state accurately. 
However, the flow behaviour closely resembled the actual 
cross-channel averaged flow profile. For the upstream flow 
region, the agreement between experimental and numerical 
results was good. However, discrepancies between the simu-
lated and experimental results could be observed down-
stream of the converging section of the flume. In this flow 
region, the model slightly overestimated the water surface 
elevation. The flow characteristics were found to be in 
transition from subcritical to supercritical flow. The accuracy 
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Figure 8. Variation of hydraulic jump profile with inlet Froude number. 
 

 

 
 

Figure 9. Geometry and configuration of a Parshall flume. 
 
 

 
 

Figure 10. Steady flow surface profile in a Parshall flume. 
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in the simulation of the surface profile with respect to experi-
mental data in terms of L2 error norm was 0.341. 

Conclusion 

In this study, an SPH model using SWEs has been presented. 
The bed discontinuity was modelled using fluid particles 
to reduce computational costs in the simulation. The sensi-
tivity and convergence analysis was performed to determine 
the model parameters. The numerical accuracy of simulated 
results was also quantified in terms of L2 error norm with 
respect to results available in the literature. Seven differ-
ent open channel flows were simulated using the developed 
SPH model. Results indicate that this method can be used 
as a reliable tool to simulate open-channel flows. 
 SWEs with source terms were numerically solved using 
the SPH method. The proposed model could use the inflow 
and outflow boundaries accurately. In addition, bed disconti-
nuity was modelled using the fluid particles without any 
extra bed particles. Artificial viscosity to smoothen the 
numerical oscillations in water surface profiles was consid-
ered. Optimal model parameters were obtained by sensiti-
vity and convergence analysis. Several open channel flows 
(with varying complexities) were simulated to demonstrate 
the model capability. The numerical accuracy for all re-
sults was quantified in terms of L2 error norm. Comparison 
with earlier results indicates that the SPH model can be 
used as a tool to study open channel flows on a rigid bed. 
It can accurately compute the water surface profiles, includ-
ing capturing shocks in flood wave propagation and can 
be effectively used for open channel flows on beds having 
discontinuities. However, there are small discrepancies in 
some of the obtained results due to function approximations 
by the kernel function which has a smoothening effect. 
Moreover, the present study focuses on one-dimensional 
solutions to these problems. In reality, the open channel 
flow problems are typically three-dimensional. Thus, the 
one-dimensional approximation of the three-dimensional 
problems and the smoothing effect of the SPH formulation 
may be the reasons for small discrepancies in the simulated 
results. 
 In addition, we present a one-dimensional numerical 
model based on the SPH methodology. It can simulate the 
flow fields of one-dimensional open-channel flow problems 
with or without channel bed discontinuity. However, for 
multi-dimensional flow problems, the dimensionality of 
the model should be extended for better results. The develo-
ped model is also for rigid bed flows. To include the 
transport of sediments and/or pollution, etc. the respective 
transport models can be considered along with the proposed 
model. Moreover, this model cannot estimate the flow pro-
files of highly turbulent flow accurately since it does not 
have a turbulence flow module. For simulating highly tur-
bulent flow, turbulence models like the k–ε model can be 
incorporated. 
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