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ABSTRACT 

 
Information security risk analysis becomes an increasingly essential component of organization’s 

operations. Traditional Information security risk analysis is quantitative and qualitative analysis methods.  

Quantitative and qualitative analysis methods have some advantages for information risk analysis.  

However, hierarchy process has been widely used in security assessment.  A future research direction may 

be development and application of soft computing such as rough sets, grey sets, fuzzy systems, generic 

algorithm, support vector machine, and Bayesian network and hybrid model.  Hybrid model are developed 

by integrating two or more existing model.  A Practical advice for evaluation information security risk is 

discussed.  This approach is combination with AHP and Fuzzy comprehensive method. 
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1. INTRODUCTION 
 

1.1 Quantitative and Qualitative analysis 

 
Risk analysis is the basis of information protection, risk management, and risk in the process of 

information protection.  Risk analysis includes process such as identification of activity, threat 

analysis, vulnerability analysis and guarantees.  Risk analysis process explains the procedure to 

define the modalities for implementation such as BS7799. Information security’s identification 

and assessment of the vulnerabilities of system is designed by Goel and Chen [20].    This method 

usually called matrix-based approach. The risk analysis method developed from the qualitative to 

the combination of quantitative and qualitative analysis ([18], [39]).   

 

Risk analysis needs some complex steps of information security risk assessment process.  It 

required doing comprehensive and integrated analysis for risk identification, estimation and 

evaluation.  In organization, quantitative and qualitative analysis methods are two fundamental 

methods to use for analysis of risk on which assets are exposed.  But there have some 

disadvantages for information risk assessment methods (see Table 1).  
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1.2 Soft computing and Hybrid model 
 

We must integrate these two methods to play their respective advantages and flexibility in order 

to achieve the bust results.  Typical methods of comprehensive assessment include hierarchical 

analysis, probabilistic risk assessment and fuzzy comprehensive evaluation method ([10], [19], 

[49]).  Since the Analysis of Hierarchy Process (AHP) can change from the qualitative index into 

quantitative index [3], therefore, AHP has been widely used in security risk assessment.  The 

other method such as Hybrid model, Hybrid model is developed by integrating two or more 

existing model.  

 

The rest of this paper is organized as follows.  In section 2 we reviewed the literature of 

information security analysis. We discussed the information security assessment process, 

quantitative security risk analysis method (including Expect Annual Loss or Estimated Annual 

Cost) and the process of IT risk assessment in section 3.  In section 4, we explained the future 

research for information risk analysis issues; a future research direction may be development and 

application of soft computing and hybrid model for information security analysis. In section 5, A 

Practical advice for evaluation information security risk based on AHP and fuzzy comprehensive 

evaluation is discussed.  We detail examine the steps of AHP and fuzzy comprehensive 

evaluation method.  Section 6 is conclusion. 
 

Table 1: Advantages and disadvantages of Quantitative and Qualitative methods 

 Quantitative methods 

Advantages 

 

- It allow for definition of consequences of incidents occurrence in 

quantitative way. 

- The realizations of costs and benefits analysis during selection of 

protections. 

- It obtain more accurate image of risk.  

Disadvantages - Quantitative measures must depending on the scope and accuracy of 

defines measurement scale. 

- Analysis‘s results may be not precise and event confusing. 

- It must be enriched in qualitative description 

- Analysis conducted with application of those methods is generality 

more expensive, demanding greater experience and advanced tools 

 

 

 Qualitative methods 

Advantages 

 

- It allows for determination of areas of greater risk in short time and 

without bigger expenditures. 

- Analysis is relatively easy and cheap. 

Disadvantages - It does not allow for determination of probabilities and results using 

numerical measures. 

- Costs benefits analysis is more difficult during selection of protections 

- Achieved results have general character, approximates, etc 
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2. LITERATURE REVIEW 
 

Baskerville [5] has been investigating information security risk analysis science the mid-1980s.  

He has identified risk analysis checklists for tools used for designing security measures for 

information systems.  Suh and Han [44] present an approach for information security risk analysis 

that incorporates operational environment continuity.  Several methodologies are used in the 

analysis, such as matrix-based approach [20], paired comparison [41], and asset-function 

assignment tables (CMS) [12].  Some researchers have been made to develop complex tools for 

information security risk analysis such as The Operationally Critical Threat, Asset, and 

Vulnerability Evaluation (OCTAVE) [1], CORAS [43], CRAMM [4], Information Security Risk 

Analysis Method (ISRAM) [24], CCTA Risk Analysis and Management (CRAMM) ([4], [53]), 

and CORAS ([17], [20], [23], [48]).  Facilitated Risk Assessment Process (FRAP) ([6], [33]), the 

Consultative Objective and Bi- functional Risk Analysis (COBRA) [13], Is Risk Analysis Based 

on Business Model developed at the Korea Advanced Institute of Science and Technology in 

2002 ([29], [41], [44]), the Risk Watch method as a criterion may be annual loss and estimates are 

selected from the investment return and Matrix-Based method [20].  

 

From the early 2000s, some other security risk modeling techniques were also employed in the 

risk prediction research area and have shown good performance [22].  This model is called soft-

computing, including the Grey relational making approach [19], Fuzzy number arithmetic 

operational (Liu et al. 2004), Information entropy [26], Fuzzy weighted average approach [10] 

and Fuzzy measure and Evidence theory [15], Fuzzy AHP method ([45], [46]).   

 

A multi-attribute information security risk assessment method based on threat analysis ([11], [51], 

[52]).  Zhao et al. [56] use neural network (NN) foe risk evaluation of information security. The 

evaluation of information security related risks of an organization using multi-criteria decision 

making method is presented in [21]. 

 

The analytic hierarchy process (AHP) has been used in risk applications such as security policy 

decision making, evaluating information security investments and security risk assessment.  AHP 

is also used to analyze risk based on Business model [44].  For example, use AHP in evaluating 

information security investment [8].  Ramanathan and Ganesh [34] used a group preference 

aggregation method in AHP model an evaluation and an intrinsic process for deriving members’ 

weights.   

 

 Hybrid model are developed by integrating two or more existing model.  Some research is 

integration of two approaches, such as [55], they studied information security risk assessment 

methodology research: Group decision making and analytic hierarchy process.  Analytic 

Hierarchy Process offers a technical support for risk analysis by using the judgments of managers 

and systematically calculating the relative risk value (weight).  Eren-Dogu and. Celikoglu [14] 

argued that Bayesian prioritization procedure provides a more effective way of risk assessment 

than proposed by the conventional approaches used in AHP [14].  

 

 Suh and Han [44] argued that information security risk analysis methods do not adequately 

reflect the loss from disruption of operations to determine the value of information system assets.  

The defect of quantitative methods and quantitative methods are: quantitative methods do not 

measure the loss disruption of operations [44], qualitative methods consider the loss, but their 

results are subjective and not suitable for cost-benefit decision support ([27], [44]).   Some 
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researches are integration of Quantitative methods and Qualitative methods, such as [48], they 

studied information security risk model comparing with OCTAVE, CORAS, ISRAM, CORA and 

IS model.  Since the enterprises experience difficulties in assessing and managing their security 

risks, in implementing appropriate security controls [37].  Hybrid model in information security, 

such as apply the Fuzzy and Hierarchy analysis model to network security risk assess research 

([49], [50]).  The integrated of the analytical hierarchy process, Bayesian prioritization procedure, 

and group decision making to information security risk research by ([2], [28], [55]).  Intelligent 

techniques for information security techniques contain rough sets, soft computing, NN, Fuzzy 

logic, and decision tree.   
 

3. QUALITATIVE AND QUANTITATIVE APPROACH 
 

3.1 Information security risk assessment process 
 

Information security risk assessment process is the important prerequisite to achieve scientific 

and effective risk assessment.  Information security risk assessment process is shown in Figure 1. 

It includes preparation of risk assessment, asset identification, threat identification, vulnerability 

identification, and risk calculation and other stages. It can be divided into six steps in 

specification operation [18]. 

 

Step  1: To determine assessment object: define the information system data, hardware, software 

assets etc, give a system function, borders, critical assets and sensitive assets, and determine the 

scope of the assessment. 

Step 2: Assessment performance: Develop the evaluation plan in accordance with the 

requirements, determine the assessment process, select appropriate assessment methods and tools, 

and set up the system group. 

Step 3: Risk identification: Identify critical assets and general assets within the scope of 

assessment. And identify threats in operating environment and asset vulnerability of their own 

existence and the existing security measures. 

Step 4: Risk analysis: Combined the property of assets, analyzes the possibility and consequences 

of threat used by vulnerability, and calculate the results of assessment. Analyze the effectiveness 

and reasonable of existing security measures. 

Step 5: Risk assessment: Evaluate the results; give formation of the risk assessment report 

combined with the expert’s opinion 

Step  6: Risk control: according the instructions’ require to take effective measures to transfer, 

avoid or reduce risk, in order to control the system risk effectively. 
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Figure 1: The process of the information security risk assessment [18] 

 

3.2 Quantitative security risk analysis 
 

This approach use two basic elements: the probability of an event occurring and the loss that may 

be incurred.  Quantitative security risk analysis uses one number produced from these elements.    

Some methods of quantitative security risk analysis are designed by ([35], [38]), such as Risk 

value, Annual Loss Expected (ALE), Safeguard value, and Return in investment.   

 

(1) Calculation of risk value: 

 

VFpandWpR ×=×=                          (1) 

Where: 

−R Risk value 

−P The predicted number of incident occurrence causing loss of assets value in defined 

period. 

Preparation of risk assessment 

Assets identification  Threats identification Vulnerability identification 

Existing safety measures 

Confirmation 

Risk is acceptable 

Select the appropriate 

control measures and to 

assess the residual risk 

Maintain the 

existing control 

measures 

Accept the residual risk 

Implementation of risk 
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Threats identification 
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−W The value of loss of assets value on single incident occurrence 

−F Frequency of threat occurrence 

−V It is the measure of probability of usage of specified susceptibility by a given threat. 
 

(2). Annual Loss Expected (ALE) 
 

Annual Loss Expected (ALE), which is the product of probability of occurrence of events 

which have negative impact on IT and value of caused by them losses.  It is presented in the 

following models. 

       LossofValueobabilityALE ×= Pr                             (2) 

            ∑
=

=

n

i

ii FOIALE

1

)(                                      (3) 

Where: 

},....,,{ 21 OnOO - Set of negative effects of event 

−)( iOI Value expressed loss resulting from event 

−iF Frequency of i event 
 

(3). Calculation of safeguard value 

surecountermeaoftAnnual

ALEAfterBeforeALEvalueSafeguard

cos

)( −−=
                             (4) 

(4) Return in investment 

Business evaluation of identified mechanisms with the use of previously, mentioned ROI 

                               
C

B
ROI =                               (5) 

Where: 

−S Savings- reduction in ALE, =S )()( protectionnewwithALEbaselineALE − −B Benefits, 

venturesnewfromofitSB Pr+=  

−C Costs of Protections 

 

4. CURRENT RESEARCH TRENDS 
 

A current research direction may be the development and application of soft computing and 

hybrid models.   

 

4.1 Soft Computing in Information security risk assessment 
 

AHP support for an organization’s information security system to evaluate the weights of risk 

factors, most of researches seems to prefer the AHP method [21] Bodin and Gordon [8] argued 

that evaluate the weighting factors needed to combine risk measure. The other researcher used 

AHP in information security risk evaluation such as ([8], [16], [42]). 

 

Kijo and Luo  [57] argued that (1) Soft Computing became a formal Computer Science area of 

study in early 1990's, (2) Earlier computational approaches could model and precisely analyze 
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only relatively simple systems, and (3) More complex systems often remained intractable to 

conventional mathematical and analytical methods.  It pointed out that soft computing is suitable 

for application of information security risk analysis 

 

Components of soft computing include: 

 

• Neural networks (NN) 

• Rough sets (RS) 

• Grey sets (GS) 

• Fuzzy systems (FS) 

• Generic algorithms (GA)  

• Support vector machine (SVA) 

• Bayesian classifier, Bayesian network (BN) 

 

Since to improve the performance of this method, it is necessary a method for reduction the 

feature subset such as rough sets, genetic algorithm.  Rough sets are an effective mathematical 

analysis tool to deal with vagueness and uncertainty in the area of area of decision analysis [32].   

Zhao and Zhang [56] use neural networks (NN) method for risk evaluation of information 

security. genetic algorithm (GA) belong to the larger class of evolutionary algorithm (EA), which 

generate solutions to optimization problems using techniques inspired by natural evolution, such 

as inheritance, mutation, selection, and crossover.  Tamjidyamcholo and AI-dabbaggh [47] 

applied a genetic algorithm (GA) for core point of information security risk reduction in 

uncertainty.   

 

Guan at al. [21] applied the multi-criteria decision-making method in Evaluation of information 

security related risks.  In Bayesian network method, Feng and Yu [16] used Bayesian network 

(BN) for identifying the causal relationships of risk factors and predict the occurrence probability 

of security risk.   

 

4.2 Hybrid models in Information security risk assessment 
 

In order to develop a robust prediction system, a number of models taken from neural networks, 

decision tree, generic algorithms, Support vector machine, Bayesian classifier, and fuzzy rule 

based classifier will have to be seamlessly integrated, implemented, tested and validated. Yuan et 

al. [54] use fuzzy and grey comprehensive (Fuzzy- Grey) evaluation system to evaluate the 

recovery ability.  Some researches use hierarchy process grope decision making (AHP-GDM), 

such as [55], and [15].  Shi and Deng [40] proposed a novel method integrated grey relational 

analysis and Grey-AHP evaluation to classification for information systems security.   Some 

approaches of information security risk analysis and assessment are shown as Table 2. 
 

Table 2. Some approaches of information security risk analysis and assessment 

 

Category Area Some Approach 

Neural Networks Machine learning 1. Multilayer perception 

2. Back propagation 

3. Radial function neural network 

3. Probabilistic neural network  

4. Self-organized competition 
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Learning vector Machine learning Support Vector Machine (SVM) 

Soft-computing Reduction attributes 1. Rough sets of reduction knowledge 

2. Grey relational of reduction knowledge 

3. Genetic algorithm of reduction knowledge 

4. Fuzzy-Rough Sets Approach 

Hybrid models Combination of two or 

more techniques 

1. Rough - Bayesian network  

2. Rough Sets – Neural Network 

3. Fuzzy-Rough Sets  

4.  Fuzzy- AHP 

5.  Fuzzy - ANP 

6.  Grey –Hierarchy model  

7.  GA-based neural network approach 

 

5. PRACTICAL ADVICE FOR EVALUATION INFORMATION 

SECURITY RISK 
 

In this section, we discussed that the evaluation of information security risk assessment used AHP 

and Fuzzy comprehensive method.  The model of the evaluation of information security risk 

assessment is shown as Figure 2. 
 

 
 

Figure 2: The model of information security risk evaluation 

 

5.1 Analytical Hierarchy Process 
 

Step 1: Structure a Hierarchy  
 

This step AHP breaks down a complex multi-criteria decision-making problem into a hierarchy 

interrelated decision criteria, decision alternatives [9].  Table 3 is denoted as evaluation index 

system of information security. 
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Table 3: Evaluation index system of Information security risk 
 

Decision alternatives Index of the first criteria Index of second criteria 

Information security 

risk assessment 
Assets )( 1c  Confidentially )( 11c  

Integrity )( 12c  

Availability )( 13c  

Threats )( 2c  Environment factors )( 21c  

Human factors )( 22c  

Vulnerability )( 3c  Technical Vulnerability )( 31c  

Management Vulnerability )( 32c  

Safety measures )( 4c  Prevent security measures )( 41c  

Protective security measures )( 42c  

 

Step 2: Pair-wise comparison 
 

Prioritization procedure starts in order to determine the relative importance of the criteria with 

each level. The Judgment matrix, as shown: 
 

1 1

11 12 12
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1
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1 2
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   
   = =   
   
   

  
  

                            (21) 

 

Where A = comparison pair-wise matrix,  
 

1w  = weight of element 1,  

2w  = weight of element 2,  

nw  = weight of element n.  

 

In order to determine the relative preferences for two elements of the hierarchy in matrix A, 

multiple pair-wise comparisons are based on a standardized comparison scale of nine levels 

(Table 4). 
 

Table 4:  Scales for pair-wise comparison [36]  
 

Intensely of importance Definition 

1  Equal importance  

3  Moderate importance  

5  Strong importance  

7  Very strong importance  

9  Extreme importance  

2,4,6,8  Intermediate values between adjacent scale 

values  
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The judgment matrix is as following: 

 



















=

175.05.15.0

333.112667.0

667.05.01333.0

25.131

A         

















=

12333.1

5.01667.0

75.05.11

1A  

 









=

15.1

667.01
2A     








=

1667.0

5.11
3A   








=

11

11
4A  

 

Step 3: Estimate the relative weights  

 

The relative weights are given by the eigenvector W corresponding to the largest eigenvalue 
max

λ  

as:  

      
max

A W Wλ× = ×                                          (22) 
 

Where maxλ  is the largest eigenvalue of matrix A.  

 

(1) Normalized each row vector of A.   

                       

∑
=

=
n

k

kj

ij
ij

a

a
a

1

     ).,.2,1( ni =                    (23) 

(2) Summed each column vector of A  

                         ∑=

n

j

iji aw      ).,.2,1( ni =                    (24) 

(3) Normalized each vector of )...,( 21 nwwwW =  

                     

∑
=

=
n

i

i

i
i

w

w
w

1

          ).,.2,1( ni =                   (25) 

Table 5: The relative weights of second criteria and ranking 

 

First level First level 

Relative weights 

Second 

level 

Second level 

Relative weights 

Risk value 

weights 

Rank 

1c  0.4 
11c  0.333 0.1332 3 

12c  0.222 0.0888 7 

13c  0.445 0.178 1 

2c  0.133 
21c  0.4 0.0532 9 

22c  0.6 0.0798 8 

3c  0.267 
31c  0.6 0.1602 2 
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32c  0.4 0.1068 4 

4c  0.2 
41c  0.5 0.1 5 

42c  0.5 0.1 6 

 

The relative weights of first criteria are )2.0,267.0,133.0,4.0(=W . The relative weights of 

second criteria are )445.0,222.0,333.0(1 =W , )6.0,4.0(2 =W , )4.0,6.0(3 =W  and 

)5.0,5.0(4 =W . 

 

Step 4: Check the consistency  
 

The consistency is defined by the relation between the entries of A: ikajkaija =∗ , the . 

Consistency Index (CI) is calculated as:    

                                      

max

1

n
CI

n

λ −
=

−
                                    (26) 

Where                                  ∑
=

=

n

i i

i

nW

AW

1

max
)(

λ                                   (27) 

 

The random index (RI) is consistency index of pair-wise comparison matrix which is generated 

randomly.  The table 6 is random indexes of the matrices of order 1–15 can be seen in [36]. The 

final consistency ratio is calculated by comparing the CI with the random index (RI). Generally, 

if CR is less than 0.1, the judgments are consistent.  The formulation of CR is:  

                     
CI

CR
RI

=                                         (28) 

 

Table 6 : The random index (RI) 
 

n 1 2 3 4 5 6 7 8 

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 

n 9 10 11 12 13 14 15  

RI 1.45 1.49 1.52 1.54 1.56 1.58 1.59  

 

Saaty [36] has shown that if the referee is completely consistent then, 
 

ikjkij aaa =⋅o  

0max == CIandnλo  

According the above method, the above judge matrix is met consistency test. 
 

5.2 Fuzzy Comprehensive Evaluation Method 

 
Fuzzy comprehensive evaluation method can use in information security risk assessment.  The 

method is a qualitative one and the following is the principle procedures of it:  
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(1) Establishing element set and grade factor set  
 

According to the nature of the characteristics of the first level index in the evaluation system, 

the factors set in the evaluating relationship are as follows: 

}.,..,,{ 21 nuuuU =  

Where, ju represents the j
th
 evaluation element.  Five assessments grades can be determine by: 

},,,,{}5,4321 ,,,{ lowlowermediumhigherhighvvvvvV ==  

(2) Establishing the single-factor evaluation matrix R from U to V 

We assume that 20 experts are selected to compose of expert evaluation term of information 

security risk.  The experts independently decide the level of evaluation factors to the information 

security risk (see Table 7).   
 

Table 7: Expert evaluation Statistics 
 

Second level High Higher medium Lower Low 

11c  0 3 5 10 2 

12c  1 3 3 6 7 

13c  2 3 8 3 4 

21c  0 1 2 8 9 

22c  1 1 2 9 7 

31c  0 5 10 4 1 

32c  1 3 5 8 3 

41c  0 1 4 12 3 

42c  0 2 4 10 4 

For each ju , ijr represents the degree of membership on ju to iv (i = 1, 2, 3, 4). 

20

n
rij = , n represents the number of ju . R is denoted the fuzzy matrix of element ju on grade

iv .  





















=

54321

2524232221

1514131211

mmmmm rrrrr

rrrrr

rrrrr

R  

The single-factor risk evaluation matrixes are: 

 

},,,{ 4321 ccccU = , },,{ 1312111 cccU = , },{ 22212 ccU = ,  },{ 32313 ccU =   },{ 42414 ccU =  
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















=

20.015.040.015.010.0

35.030.015.015.005.0

10.050.025.015.00

1R    









=

35.045.010.005.005.0

45.040.010.005.00
2R  









=

15.040.025.015.005.0

05.020.050.025.00
3R  









=

20.050.020.010.0.0

15.060.020.005.00
4R  

The results of these evaluations the normalized conditions and the sum of the values of the row 

vector is 1. 
 

(3)To get the comprehensive results of evaluation 
 

The comprehensive results of information security risk in single-factor evaluation are:  

  

},,3,,{ 5421 iiiiiii bbbibbRWB == o   (i = 1, 2, 3, 4) 

}2.0,29985.0,29455.0,15.0,0556.0{1 =B  

}39.0,43.0,1.0,05.0,03.0{2 =B  

}11.0,32.0,35.0,19.0,03.0{3 =B  

}175.0,55.0,2.0,075.0,0.0{4 =B  

 (4) Multi-level fuzzy comprehensive evaluation 
 

According to synthetic evaluation result iB of V , the cluster to U is supposed as R . 

                               





















=

4

3

2

1

B

B

B

B

R                            (29) 

The evaluation of indicesU , we make a synthetic evaluation, its synthetic evaluation result 

records is: 

                    },,,,{ 54321 bbbbbRWB == o                    (30) 

}1824.0,3287.0,2486.0,1264.0,0342.0{== RWB o  

(5) Get the conclusion of evaluation 
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According to synthetic evaluation results B , under the principle of maximum subordination, the 

evaluation level “Lower” corresponding to the maximum subordination in set B should be the 

evaluation conclusion of information security risk in L-company.  
 

6. CONCLUSION 
    

In this research, we review the paper which had applied AHP model, neural networks, Fuzzy 

Logic, Group decision making, software-computing and hybrid model in information security risk 

problem.  We find that (1) in the evaluating fields; the application areas include information 

security risk analysis, information security risk assessment, and information security 

management.  (2) Most of researches seem to prefer the AHP method.  (3) Since to improve the 

performance of this method, it is necessary a method for reduction the feature subset, many 

hybrids Fuzzy based model and rough model are proposed.  (4) Hybrid models are new 

assessment method. (5) We have a practical advice for evaluation information security risk based 

on AHP and Fuzzy Comprehensive Evaluation Method. 
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