Reason- A Techuical Yournal
;l Crossref (ISSN 2277-1654)

e Gheck Vol. XVI, 2017

A STUDY OF VARIOUS METHODS OF RANDOM RESPONSE AGAINST A SENSITIVE
CHARACTER WHEN DISHONEST RESPONSE CAN OCCUR

P. Mukhopadhyay?, Prof. G.N. Singh2 and Dr. A. Bandyopadhyay3

1 Department of Mathematics, Asansol Engineering College, Asansol-713305, India.,
Email:parthamukhopadhyay1967@gmail.com Corresponding Author.

2 Department of Applied Mathematics, Indian School of Mines, Dhanbad-826004, India. Email: gnsingh
ism@yahoo.com

3 Department of Mathematics, Asansol Engineering College, Asansol-713305, India.,
Email:arnabbandyopadhyay4@gmail.com Corresponding Author.

Paper received on : 03/05/2018, accepted after revision on : 20/05/2019
DOI : 10.21843/reas/2017/10-21/184049

Abstract: Estimating the proportion of population carrying some sensitive character has
always been a challenge to the survey statisticians because exposure of such character (
tax evasion, carrying venereal disease or addiction to drugs etc.) may lead to social
disapproval and other serious problems of an individual. Warner's Method (S.L.Warner,
1965) is the pioneering one to asses the proportion of population carrying sensitive
character usually denoted by A . He deployed the random response technique. The
method is innovative but highly imprecise for firstly, it assumes that all responses are
always true which is not very pragmatic and secondly, due to loss of information since all
'yes' responses are not given against the possession of sensitive character but also
against the innocuous question as well. The next improvement came following by the
work of Simmons (W.R Simmons, 1967), B.G. Greenberg et al. with the introduction of
unrelated question. In the present paper attempt has been taken to include the average
dishonest response factor and to obtain the modified expressions for the proportion of
sensitive character.

Keywords: sensitive character, random response, dishonest response, unrelated
question, interpolation

1. INTRODUCTION

Let mp, and® represent the (a) a dichotomous proporton ol population carrying the sensitive
character A, (b) probability that a respondent will be asked the question Do vou carry 4 27
through any random device and (c¢) the total probability ol “yes™ response in the survey

respectively .

Then from Warner's model one has:

O=m.p +{l-m)1-p_ ). (1)
¢learly for a direct question p, =1.
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Also authors rule out the possibility of false response from the proportion (1-r) when asked the
question: “Do you carry A ?” (for example a person not having any venereal disease will never
report that he/she hasit.)

2.1 Including the Factor for Dishonest Response

Let p, be the average probability of true response for a typical respondent who belongs to A.

Then the above equation is modified as :
B=m.p, p; H 1w 1-p, ) (2)

2.2 Formulation of the Modified Expressions ol Estimation :

2.2.1 Warner's Method : Derivation and Minimization V' (7) using Binomial Distribution:

B-(1-p,, ) 3)
i 3
P (py 1)1

One has from (2), n=.

The expression reduces to Warner's expression of if p, —1. Moreover here one must

have p,(p,+1)-1=00rp, = X, .

This condition is better than its precursor condition p, # ¥ (what Warner method imposes) for here
pcan be Y ounless pp #=1imeaning all respondents will be giving true response always which is

highly impractical),

Therelore, if the estimator ol @ is denoted by ¢ and that of 7 by & then authors have from (3)
s o NS (4}

Butis the probability of “yes” response from a sample of size n and if one assumes the number of “yes”
response is 1 and it follows Binomial distribution then »[ B(n, )= E(r)=n0 and V{(r)=n(1-0)
Hence B=r/n=> E{fl EE(rm=E(r i n=nb/n=0

i r 3

O-(1-p, ) ) n-{ I-p, )

Fw“ﬂ +1)-1 2 ':LPI +1)-1
Similarly the basic relation of Simon's Unrelated Question Method can be modified as follows: & = 7.2 p. +a (1—p )

This implies € is an unbiased estimator of ¢ and ™=
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E(r)+ l_p-.L n = b-( l;p'n )

Therelore, BE(x= e
n[pw {P _'_I -'_I l [Pl.'\.- “"[ +] }_ I] ii}

V(r) _ Oy
n’[p, (py +1-1T nlp, (py H1-1T (6)

Also authors have V()=

Authors again note that if p, =1 (assumed in Warner's model) the above expressions reduces to the expressions

derived in Warner's model.

Further, substituting € from (6) using, (2) : Authors obtain

()= [.?l'['lh_['ll + |-|"J.“ Wl-m }]“q‘[pwpl ,{]-F“ ) 1-m)]

Vv :
nlpn [p[ + ]' }- I J-

(7)

+. S-)(Tp. B
_{p,omix F" ) where k=p, +1 and 6=rnk-1
nip, k-1}

(7) reduces to the expression of Warner's method on putting p, =1 (vide appendix A for calculation)

Authors now proceed further to optimize V(nr)" w.r.t p, (optimizing w.r.t p,, is justified because surveyor
has total control over the random device, and can change that value suitably -but p, depends on the
population nature and not in the hand of surveyor)

Diflerentiating V(m)w.r.t p, partially, authors get:

NV (0, k1) {8(rep, 8) (17, 8)(-8)} 2k(p, k-1) | (1 +p, B-m)(e-p, )
hp%-.___“ - _ni_]?ﬂ k-1 - o
P, (267 2n8k-+8K)-( 27l 216-20" k-8)
nlp, k-1
2rk+2a8-2mk-8)
(267 -2mbk+0k)

Putting back the values of o and k authors get:

Hence p, =

(mp, -m+1)

Pw™
(mp, to=1)p,-1)

Hence authors get the restriction p;. #1, which is more pragmatic in real life situation.
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Further

&'V (p, k-1)(26"-2nkd+ka)-3k | p,, (28" -2rk+k3)-(2nk+2n8-27°k-8) |
o alp, k-1]

(p, k-1)A-3k(p, A-B)
O nlpkel]

where A=26"-2nkd+kd : B=2nk+2n6-21 k-6

"'|_'1||le N { =TT I'}
Authors can also show : — >0 indicating V() is minimumat p_ = il - ®)
p,, (mp, +ta-1)p, -1)

Substituting (8) in (7) one can get a value for™ V(m)opt from estimated 7T

If further the respondent is asked the questions (sensitive and innocuous both) directly without resorting
1) | - wil-p )

1

n ap;

to any remote randomdevice then one must have 7, =1 and cosequently: V{i)=

2.2.1 Estimation of 7 from Modified Relation of Simmon's Uneelated Question: using Binomial
Distribution

The probability 6 of “ves® response in Simmon’s Method is given by O=m.p p, += A l-p, ) ]

Here the population is not dichotomaous_w.r.f  the innocuous character Y where 7 is the proportion

of population having the innocuous character . Here also authors rule out any false report from 7y

O-(1-p, o, . B-(1-p,m,
—— e e i
P, P P, Py

Hence m=
(10
In Simumon’s strategy two silualions may arise vis

(/) Authors assume 7y is known ( for that one has to suitably frame the unrelated question so that one
can compute my irrespective of survey e.g if one asks “Did you born in July ?” -the expected
proportionis 1/12 etc.

. O(1-pm,  r-n(l-p, )m,
= =
P.Ds np, b

Then

again assuming bmormal distribution forr
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Conseguently -

_ E(r)n{lp, ),  B1-p )x,
op, p PPy
Vir)  nb(1-8)

[np,p+ 1" [np.p; [

Lim) and

V()=

. ApStw Ni-p,d-n,)
. B8,

Vi : where é=np, -n,
npp’
av(i) pi| 8(1-p,d-m, )-8(p,d+m,) |-2p, | p,8-pis’-2p,dm, 1, -x, |
e, pLp;
(-p,6-2m +2p.dm +2n )
np<p;
VT ) -2n, 2r, ) .
Hence FF{T} =0 yields p =——= “— putting back 6=np,-n
op, & om-np, *

AV D [~ﬁ*lﬁrr}_ ) |-3p; {—pﬁ&m +26p,m, —E?rﬂ
ép. nplp,
I

= 42 (zprﬁ{ I-Eﬂ:v }+6n\'{ 1-7[\' }) > “
np.p’ S

(i) nthe event 7, is unknown one needs take two samples of comparable sizes saynl and n2 obtain two
eliminant involving 7z, and 77 eliminant of 7z, gives the proportion as under:

0, =rp.p, T 1-p! ) and 0,=mpp, I-:lty{l—pf ) (an
p.0L-pl0; - - -
Henee m,=.————— and pulting this value in first equation of (10) authors get:

W 4

s Opl-blpi-(6.-0))
S

PP, (p.-p. I,

0, =mp'p, +H1-p ).
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0 0 070
E{n:l___ 'll'j'_ I:lj_l{ " "'; ;illl]:ll:i{"
.-y
Vi YOI Y -VO)(-py _0,(1-8,)(1-p;)*+  6:(1-67)(1-p,)°
(p.p)'ps nPPIPr (PPl Py

using binomial distribution with the condition n +n,=n
Optimizing on n; and n, authors get the minimum value for V'(7) is:

Vi), = V0, (1-0,) (1-p)+/0, (1-6.) (1-p, )

n(p-pHp,

2.2.3 Comparing Warner’s and Simon’s model for Some Chosen values for p,, p,.,p;and 7,
=0.5 Taking p; =1, p,, =p,=0.6 and assuming 77, = 0.5 ( for a suitably framed unrelated question) if a

survey results in 0, = 0.46 (from (2) and 0,=0.38 (from (9)) which in turn yields each 7 and 7w =0.3
(from (3) & (10)) authors get then V(m,)=6.21/nandV(n,) = 0.654/n implies Simmon’s method far

outperforms Warner’s method (about ten times).

3. REPLACING BINOMIAL DISTRIBUTION WITH POISSON DISTRIBUTION :
OBTAINING EXPRESSIONS FOR E(7) AND V(%)

3.1 Warner's Method : Derivation and Minimization V(t) using Poisson Distribution:

Next authors investigate the minimum variation expressions under Poisson Distribution

The expressions E() and V(7t) can be further modified if one replaces Binomial distribution with Poisson
which is more practical since the ballpark figure of sample size n when binomial distribution is considerable

is only =30. But in almost all practical sampling situations n >> 30. Keeping this fact in mind authors use
Poisson Distribution.

In Poisson Distribution, both mean and variance are np i.e n6 in this case. Therefore, authors have :

: B . k
]'[: —

p-.l. l:-pl +I I:I_l ”‘lp-.-.- :Pr _I jht |

: E(r) f Tp, py HI-p, M1-m)
El(n)= : = =

nfp, (py 111 p,, (py H1)-1 P (py F1)-1
I l-tip &

and V()= Vir) = d = i

0’[p,, (p,+D-1T nlp, (p, +1)-1T _['p_,_ k1)’
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vy (p, k-1)8-2k(1-tp, o
d{:rn:(l. S } I Jrﬂ

cp., (p, k-1)
Hen 2kn-6-2k i
f gn Ec ! = —‘ { = '
P kS
Putting back p,=!i.e k=2and &=2n-1 authors get
In-3
Pe=7 5
4n-2

V(i) Py k1) (-ka)-3k(-kdp,, -5-2k+2kn)

o, (p, k1)’
2K8p,, ~4kdtok -6k T
[P, k-1 }I

=0 ensuring minimum variation
3.2 Simmon’s Method : Derivation and Minimization ' (7) using Poisson Distribution:

The expression of variation is :

V() _  nb 6 _mp.prtm,(Ip)

p.p; P [p,p, P nlpp, P nlp,py I "

Similar calculation done in 3.1 yields optimum value of p, for which V() is minimum.

(vide Appendix B for calculation)

5. Assessing p, from Independent Assumption:

Authors have already mentioned that p;is an external parameter which may be fixed from nature of
population or from repeated survey experience on similar population. The moot point is that there is a

lack of general guideline to fix p;

Abdul Wahab et al. [6] have argued that P1 yaries with Pv  have proposed the following relationships

between PTand Pv and accordingly have derived the expression of Pr as under:

1. p; is symmetric about pw;s =1/2
2. p; 1is monotone decreasing on 0 < p < 1/2 i.e when possibility of ‘yes’ response is minimum the

probability of dishonest answer is maximum.
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Therefore, they proposed p, =a(1—2 pus)?

where a is a parameter satisfying 0 < a < 1. It is interpreted as the probability of giving dishonest answers
in case the selection of questions is not randomized.

Motivated by the earlier attempt authors can alternately and legitimately propose another relationship
between Prand 0 and find an expression of p, interms of 0 bases on the following arguments:

If ‘yes’ response is critically low or excessively high (called under/over statement problems) then it
indicates a high degree of average dishonest response. Based on that one can assign values as follows:

at 0=0, p,=0 ; at 0= )5, p:=(P1)
when 0>}, p. —0and when 6 >1,p, -0

Therefore by using a simple interpolation one can propose a new expression for the average value of p,

obeying above conditions as p=4p0(1-0); 0<B<I (15)

Taking 4B =1 in (15) and substituting it (2) authors obtain for Warner’s Method (vide 2.2.1):
0=n.p,, 0(1-0)+(1-m)(1-p,, )

0-1+p,,
P, 0(1-0)-1+p,,
=(1-0-p,, )(1+p, [1+0(1-0)]) since p,, [1+0(1-0)< 1 as the max value of 0(1-0)=.25 when 6=.5

Hencen=

=(0-1+p,, )(1-p, [1+0(1-0)])"

7=(1-0-p,)) + (p,, +p,, 0+p, 09)N(1-0-p,,)
=1-0-p2, —p,, 0 ; ignoring the 3™ or higher orders of smallness (16)

hence 7#=1-0 -p2 —p é=1———pw P, I
n

w

E(ﬁ')zl-@—pi —DP. @:1_9_ pi] _pwe; . E{T}=]‘IB
n n

Where r is the number of ‘yes’ response out of n samples assumed to have followed binomial distribution
as before.

Hence V(7)= V(zr ) +p,, V(zr )_90-9) ;o Wirend(1-0)
n n n

- L1 )
n
oV

1
IV 2p, (wp? ) +2(1p2 -n
. —[-2p,, (@pl)+2(1-p;,-mp, |
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Ny, lm
" 2
o’V 2 :
o 25[2-4n-12pw] > 0 fora suitable range of values of mand p,
1 1 1-2n 1-2n 1
Then V(&) ,=—| -2p,, (m+p. ) 2(1-p2 -n)p,, |=—| i+t — || l-n-—— |=—
( )opt nl: pw( pw) ( pw )pw:| n( 2 j( 2 ) 4n
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APPENDIX A

Reduction of eqn. (7) to Warner’s Expression :

Authors have in Eg. (7) V(%)

_n(l-7) P d-p,) TPy 1+ p)2p, -D-7’p 1+ p;)-27p,(1-7)+27°p, p,(1-p,)
n nlp,(p, +)-1F n[p, (p; +D)—-1F

Putting p, =1 above one gets:

r(l-z) , p.0-p,) 27p,2p,—D- 27°pl =27p, (1-m)+27°p, (1-p,)
n[2p, -1 n2p, —1T n2p, —1T

V(%)=

p,(=p.) m(-m)+27p,(2p,-1)-27"p. -27p,(1-7)+27°p,(1-p,)
= +
n n2p, -1

_pu(=p,)  z(-m)+4p,(p,~Dz(-7)
n2p, —171 n2p, —171

_r.d-p,) L 7-m)
n2p, —1T n

r(l—7x)

Putting p, =1 above one gets: V' (7) =

20



P. Mukhopadhyay, G.N. Singh, A. Bandyopadhyay
APPENDIX B

Determining the Optimum p_ for Simmon’s Modified Expression using Poisson Distribution:

n‘pspT +ny(1_ps)

From (14), one has: V(ft)=

n[ps pT ]2
V(@) _ p{mpy -1y )-24m, (1-p )+7p, Py § _ T, P, Py 27,
op, (np7)p; (np7)p;
2n
Since denominator #0 then one has: 7p p; +7, (1-p,)=0 = (p, ). = -
Tcy _TcpT

O*V(&) _poAm,-mp; )-3p; {m,p, +ap,p, 21}

op; (np7)p;
+ _
Also _ 2np, pr ?Tty427'typs
(npz)p;
.. 0°V() T
if P >0 then 2p, (np; -1, )>-6m, or p, < - -ni)
s y T

Hence, V() is minimum for (p, ),
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