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1. Introduction
Large volume of data is available in information industry. 
The data will be useful only if it is transformed into useful 
information. Data mining techniques like clustering, clas-
sification, regression and association rules are often used 
to analyse large amount of data and used to retrieve useful 
information. The retrieved information can be applied in 
many areas like medical, market analysis, fraud detection 
etc.

Collaborative data mining analyse huge volume of 
data from different parties to retrieve useful informa-
tion for decision-making. For example, organizations are 
ready to collaborate and share their data to retrieve useful 
information which can be mutually used for their business 
decision- making. The organizations are ready for collab-
orative data mining, but they don’t want their business 
strategies to be revealed during the mining process. 

The privacy preserving data mining techniques focus 
on preserving the sensitive data and sensitive knowledge. 
The results of both sensitive data preservation and sensi-
tive knowledge preservation techniques should ensure 

that the data mining results generated after applying the 
preservation techniques should give valid outputs when it 
is evaluated. It should also assure that the privacy is also 
maintained.

2.Preservation Techniques

2.1 Sensitive Input Data
The aim of sensitive data protection methods is to pre-
serve the sensitive data before it is used in mining. This 
type of preservation falls in to three main categories – ran-
domization, encryption based and anonymization based 
techniques1. Randomization methods mask the sensi-
tive data value by adding noise. The randomization based 
privacy preservation uses additive2, multiplicative3 and 
random response techniques4 to mask the sensitive input 
data. All these techniques use some form of transforma-
tion to the original data. The main focus of preservation 
techniques is to ensure privacy and also should yield valid 
data mining results.
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Abstract
Protection of data in data mining involves preserving sensitive data and sensitive knowledge. Preserving sensitive data focus 
on protecting the data when it is shared for mining with third parties. In some situations even the result of data mining 
techniques might reveal sensitive information. This area of research which focuses on output preservation of data mining 
techniques is termed as Preserving Sensitive Knowledge. The sensitive results of data mining are preserved by reducing the 
efficiency of the result. In this paper, an empirical study on existing sensitive knowledge preservation approaches is discussed. 
The approaches include rule hiding in association rule mining and classification technique. The output data protection also 
includes the restriction in query processing. The article highlights the merits and demerits on each approach.
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2.2 Sensitive Knowledge
Sensitive knowledge preservation methods achieve pro-
tection of sensitive data mining results by degrading the 
extracting knowledge. Preserving the sensitive knowledge 
is equally important to that of preserving the sensitive data 
because the sensitive output of data mining techniques can 
also breach the privacy.

Many approaches are devised in the research area of 
privacy preserving data mining to protect the sensitive 
data and sensitive knowledge. This article focuses on the 
approaches used in preserving sensitive knowledge.

3. Sensitive Knowledge 
Preservation Approaches
Sensitive knowledge can be extracted using data mining 
techniques such as:

•	 Association Rules.
•	 Classification Models.
•	 Clusters.

Lot of research work is carried on the sensitive knowl-
edge preservation using the association rule mining and 
classification model prediction. The aggregate pattern 
generated using these techniques can infer sensitive infor-
mation.

Output data privacy also involves preserving privacy 
during query processing. Privacy preserved query process-
ing goal is to execute queries over multiple sources of data 
without extracting any extra information from any data 
sources.

Therefore, existing approaches used for preserving the 
sensitive data mining end results include Rule Hiding and 
Query Processing which is shown in Figure 1. 

Figure 1. Approaches used for sensitive knowledge 
preservation.

3.1 Rule Hiding
Rule mining is used to generate patterns for large popu-
lations of data. Data mining techniques Association rules 
and Classification rules are used for generating patterns.

Privacy preservation in rule mining highlights that 
inference rules can be used to infer sensitive knowledge of 
individuals. The research work carried out in rule hiding 
mainly focus on Association and classification rule hiding 
as shown in Figure 2.

Figure 2. Rule hiding.

3.1.1 Association Rule Hiding
Association rule data mining technique is used to gener-
ate association rules from huge datasets. The extracted 
association rules are used by the organization to improvise 
their business growth. If the generated frequent item set or 
generated rules contains sensitive knowledge, it has to be 
hidden before the data is shared or published.

The privacy preservation techniques use approaches to 
restrict the frequent item set or association rule generated 
from unauthorized access5.

The process in association hiding restricts the disclo-
sure of sensitive knowledge by reducing the support and 
confidence of item sets.

If the frequent rule generated contains strong support 
and confidence more than the sensitive threshold level, the 
rule hiding process should be applied.

The association rule hiding process includes pattern 
generation specification for finding sensitive rules, data 
sanitization and measuring the side effects of sanitization6.

In the pattern generation, frequent item sets are 
extracted from original dataset using association rule min-
ing algorithms. The specification step includes in predicting 
the sensitive rules. If the frequent item set contain sensitive 
rules the data sanitization is applied to the dataset to hide 
the generated sensitive pattern. Then the data utility and 
privacy level is measured by applying the association rule 
mining techniques to distorted dataset6.

The research work in association rule hiding mainly 
focuses on two approaches. The first approach finds the 
sensitive frequent items in the rule, then attempts to change 
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the transaction by transaction until the confidence and 
support of the rule is reduced below the minimum sup-
port of confidence level. This is achieved either by adding 
new items to transactions or by deleting items from trans-
action. Another approach of association rule hiding uses 
cryptography based method which discloses only the date 
mining results. It hides the sensitive patterns by sanitizing 
or restricting patterns7.

3.1.2 Classification Rule Hiding
The classification rule hiding preservation approaches 
inference the disclosure of sensitive classification rules. 
The classification rules are generated for large population 
of datasets. The generated rules are presented to the data 
owner; if the discovered classification rules are found to 
be sensitive it is hidden. The pattern is reconstructed with 
new dataset which contains only classification rules that 
are non sensitive8.

The main advantage of rule hiding approaches is it pre-
serves the sensitive rules. Disadvantage of rule hiding is 
effectiveness of the knowledge extracted is downgraded to 
certain level. The possible attack to retrieve the sensitive 
rule is background knowledge attack.

3.2 Query Processing – Preservation
The query results disclosure control can be categorized into 
query disclosure and query auditing approaches as shown 
in Figure 3. The query result disclosure control preserve 
end result either by denying the output or by modifying 
the results.

Figure 3. Query result disclosure control.

3.2.1 Query Disclosure 
Query disclosure methods preserve the sensitive aggregate 
queries results either by restricting the output of the que-
ries generated or by sanitizing the generated output of the 
queries.

The approach used to restrict the sensitive query results 
first calculate the query output, if the query reveals sensi-
tive knowledge the noisy version is returned to the user to 
preserve the query results. 

The approach sanitizes the result by adding noise 
according to the sensitivity of the query function9.

3.2.2 Query Auditing 
The focus of query auditing method is to evaluate the que-
ries and to check whether the results of query will reveal 
sensitive information from the data source. Such sensi-
tive query which violates the privacy is denied. The query 
auditing can be done either as online or offline auditing. In 
online auditing the process is to check whether to answer 
the query or deny if it leaks privacy. In offline auditing 
the queries are posed to the dataset the auditor has to 
check whether to answer or ignore the queries. Various 
approached has been followed in query auditing to reply or 
deny the query results10.

The main advantage of query disclosure approaches 
is it preserves the sensitive knowledge. Disadvantage of 
query disclosure or query auditing is too much denials to 
the queries lead to less utility of the database. The denials 
to the queries can also have the possibility for leakage of 
information.

4. Conclusion
The research focus in privacy preserving data mining can 
be categorized in to input data preservation and output 
knowledge preservation. In this paper a survey on out-
put data preservation techniques is highlighted. Sensitive 
knowledge preservation approaches in rule hiding using 
association rule mining and classification is addressed. The 
process of rule hiding approaches is addressed. The article 
also focuses on query results disclosure control techniques 
which restrict the leakage of sensitive information through 
query results. The paper is concluded with the advantages 
and disadvantages of each approaches used in sensitive 
knowledge preservation. The possible attacks on the rule 
hiding and query disclosure control are also addressed.
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